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The fraction of positronium formation (fps) has been calculated in
Ge(110), Ge(111), Si(110) and Si(111) surfaces by solving the diffusion equa-
tion for positrons in semiconductors and by setting up the rate equation
to describe the processes that are supposed to occur when a thermalised
positron encounters the surface including the trapping of positrons in neu-
tral and negative vacancies. Certain parameters used in the evaluation of fp s ,
e.g., the bulk annihilation rate (As), the positron diffusion length (L+), the
diffusion coefficient (D+) and the implantation profile parameter (A), have
been taken from the experiments. The calculated values of fps as a function
of incident positron energy and temperature in Ge(110) and Si(111) have
been compared with the experimental results. It has been found that in
general the calculated results are in good agreement with the experimental
ones. The calculation also confirms that the trapping rate of positrons into
negative vacancy has a T -112 dependence with respect to the temperature.

PACS numbers: 78.70.Bj, 71.60.+z, 68.35.Fx

1. Introduction

The recent development of variable energy positron beams for study of solid
material has resulted in a new technique that is capable of probing surfaces as well
as near surface phenomena [1]. More recently, there has been a growing interest
in the investigation of near surface defects in the case of semiconductors using
the above technique [2, 3]. The first few studies were bulk Doppler broadening
measurements of the positron mobility in solid state Ge and Si by Mills and Pheif-
fer [4] yielding values for positron diffusion coefficients (D+) that were comparable
with other solids. These measurements were followed by positron beam studies of
D+ vs. temperature in Ge by Jorch et al. [5], measuring the fraction of positron-
ium formation. In this work, it was observed that D+ did not follow any simple
model. Another detailed study of positron diffusion was carried out for several
Si crystals by Nielsen et al. [6]. Lynn et al. [7] demonstrated the use of variable

(1005)



1006 	 S.B. Shrivastava, A. Upadhyay

energy positron beam technique for the investigation of near surface defects by
measuring the positron line shape parameter in Si and SiO2. The electronic struc-
ture of vacancy type defects in semiconductors is much more complicated than 
that in metals. Positron trapping has been much less studied in semiconductors
than in metals where the subject is well documented both theoretically and ex-
perimentally [8]. In semiconductors there is experimental evidence [9, 10] that the
characteristics of positron trapping into vacancy defects vary considerably between
different semiconductors.

Earlier [11] we had discussed the mechanism of positron annihilation at metal
surfaces, by considering the positron diffusion and trapping of positrons into sur-
face states and near surface defects. The model was applied to obtain the fraction
of positronium formation and positron lifetime in certain metal surfaces e.g., Al
and Ag, etc. In the present work, we use a similar approach but consider the case
of slow positrons incident on the surface of a semiconductor. The aim is to under-
stand the positron diffusion and trapping of positrons in near surface defects. The
sensitivity of slow positrons to surface condition arises from the fact that after ther-
malization a fraction of implanted positrons will diffuse back to the sample surface
where it may be trapped in to near surface defects. The diffusion of positrons is
described by solving the one-dimensional diffusion equation for positrons in semi-
conductors. The rate equations are then set up to describe the various processes
that are supposed to occur when a thermalized positron encounters the surface. 
These are then used to obtain the fraction of positronium formation as a function
of incident energy of positrons and of temperature.

2. Calculation of positronium fraction

The three-dimensional diffusion equation is given by

where D+ is the positron diffusion coefficient, u(r, t) is the positron density as a
function of both time and position, λeff ns the effective annihilation rate of the
positrons in 'a truly diffusing state and vd is the field dependent drift velocity.
We describe the motion of positrons implanted in the semiinfinite medium with a
given implantation profile using the one-dimensional diffusion equation:

The diffusion equation is solved, subject to the boundary condition u(0, t) = O
(absorbing boundary) and u(x, 0) = C0(x) implantation profile. Considering the
exponential type of implantation profile

and a = AEn, where E [keV] is the energy of the incident positrons. The value of
n is taken to be 1.6 as per experimental observations [5]. The solution of Eq. (2)
so obtained is given by
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At the surface the positrons may enter one of the three main channels with
roughly equal probabilities: (i) emission as free positrons, (ii) emission as free Ps
or (iii) localization within a surface state or in the near surface defects. Puska .
et al. [12] have done a systematic theoretical survey and discussed the trapping of
positrons into vacancy type defects in semiconductors. Defects in semiconductors
may exist in several charge states. Positive defects are expected to repeal positrons,
negatively charge defects are expected to be strongly attractive to positrons due
to their attractive long range Coulomb potential. This Coulomb tail can affect
the capture mechanism into vacancies by inducing several positron charged states
with low binding energy. In the present work, first we consider a positron trapping
process in which a delocalized positron is trapped into the ground state, at a
neutral vacancy or in a shallow defect. Secondly, a delocalised positron is trapped
into a Rydberg state at a negative vacancy or ion. The rate equations to describe
these processes are written as follows:

Let nB be the fraction of positrons in the bulk state at the given instant
of time. These may be annihilated inside the solid by an annihilation rate AB,
or transferred to the surface by a back diffusion rate N(t). We, thus, write for
annihilation,
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The other equations could be written in an analogous manner:

In the above equations ns, nST, nsv- represent the fraction of positrons in
the delocalized surface state, trapped into other surface states including neutral
vacancies and shallow defects and trapped into negative ion vacancies, respectively.
The nTP , etc. represent the fraction that detrapped from the first subscript state
to form positronium, nso and nSp represent the detrapping into ortho and para
positronium states. c ii are the transition rates from ith state to jth state and )Ai
are the annihilation rates in the respective states.

Equations (10) to (17) have been solved using appropriate initial conditions
and using Eq. (7) for N(t). The fraction of positronium formation at the surface
of the semiconductor has been obtained employing the relation



Fraction of Positronium Formation at Semiconductor Surface 	 1009

where αs = αe+ -I- αST+αso +αsP+αsv- sv Equation (19) can be used to calculate
the fraction of positronium formation in semiconductors.

Puska et al. [12] have shown that the trapping coefficient for neutral vacancy
shows an increasing trend as temperature rises. Further, the trapping rate is ex-
pected to be proportional to the, thermal vacancy concentration. We, therefore,
take the trapping rate of positron into neutral vacancies and shallow defects as

where S is the thermal' entropy and HIV neutral vacancy formation enthalpy.
The value of HIV derived following Ref. [13] from the relation HIV = 10 kBTm ,
where Ta, is the melting temperature and kB is Boltzmann constant. Puska
et al. [12] also studied the positron trapping coefficient for negative vacancies.
They obtained the initial and final state using the potential with the attractive
Coulomb tail. The trapping coefficient for negative vacancies at low temperature
was found to be proportional to T -1 / 2 . For the doubly negative vacancy also the
trapping coefficient was found to diverge as T -1 / 2 . We have, thus, taken for the
trapping rate

where A2 is a constant.
To obtain the detrapping rate an, we observe following Ref. [12] that when

the delocalised and the trapping states are in thermal equilibrium the detrapping
rate at a given temperature T may be described by the relation

where Eb is the positron binding energy in shallow traps. The above relation
(Eq. (22)) was also used to calculate αv_p, the detrapping rate corresponding to
negative vacancy.

In Eqs. (8) and (9) the second term is evaluated as follows: Using Einstein
relation the mobility µ is related to the diffusion coefficient by p= D+ /kBT. But

μ =vd/εe,ebeing the electric field andeis the positron charge. Giving

Lynn et al. [7] suggested a relationship between the diffusion length L+ and electric
field e in Si, thus L+ = kBT/εe. The temperature dependence of the diffusion
coefficient has been discussed by Simpson et al. [14] in Si. They have suggested that
D+ is proportional to T -112 . We have thus, taken D+ = C1T-1 / 2 incorporating
Eqs. (23) one obtains
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3. Results and discussion
Employing the procedure as described above, the fraction of positronium

formation has been calculated using Eq. (19) and incorporating Eqs. (8), (9) and
(20) to (24). The various parameters applied in the evaluation have been taken
mostly from the experimental values. Several constants have been estimated to
give good results. All these parameters are listed in Table.

TABLE
Values of different parameters used in the calculation of
fps alongwith the references from which they are taken.

The calculated results of positronium fraction (fps ) are plotted in Figs. (1)
to (4). Figure 1 shows a plot of calculated results of Ps fraction (fps) as a func-
tion of incident energy of positron for two temperatures in the case of Ge(110).
The calculated results are compared with the experimental observations of Jorch
et al. [5]. One can see from these graphs that the general trends of the experimen-
tal curves are well reproduced. fps decreases with the increase in incident energy
similar to the case of metals. This is due to the fact that with the increase in
incident energy the positron annihilation in bulk dominates, thus, reducing the Ps
formation at surfaces. It is known that Ps formation does not take place in bulk
semiconductors.

In Fig. 2 we have plotted the variation of fps with respect to temperature
for different values of energy. These results could not be compared with the exper-
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Fig. 1. Comparison of the calculated values of fraction of positronium formation vs.
incident energy with the experimental results of Jorch et al. [5] in Ge(110).
Fig. 2. Variation of the calculated values of fraction of positronium formation with
temperature in Ge(110).
Fig. 3. Comparison of the calculated values of  fps in Si(111) with the experimental
results of Mills [15] as a function of incident energy.
Fig. 4. Comparison of the calculated values of fp s with the experimental results of
Ref. [16] as a function of temperature in Si(111).

iments as the latter are not available. The graph shows that with the increase in
temperature fps increases. The increase is larger in the case of low energy positrons
This is due to the reason that the detrapping rate from the surface states including
near surface defects to Ps states increases with temperature.

In Figs. 3 and 4 we have compared the calculated values of f ps in the case
of Si(111) with the experimental results. In Fig. 3, the positronium fraction is
plotted as a function of energy. The experimental points are given by dots and
are taken from Ref. [15]. The two results show very good agreement. In Fig. 4 the
variation of fps in Si(111) is shown as a function of temperature. The results are
also compared with the experimental values of Ref. [16] The graph shows that f ps ,
first increases and then becomes saturated at high temperatures.
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We have, thus, found that the above model is able to describe the experi-
mental results of slow positron annihilation in semiconductors up to a good degree
of extent. In the above description we have invoked the trapping of positrons into
near surface defects. This includes the trapping into neutral and negative vacan-
cies. The trapping rates are governed by Eqs. (20) and (21) and detrapping is
described by Eq. (22). This confirms that in the case of neutral vacancies the trap-
ping rate has a linear dependence with respect to temperature. While in the case
of the negative vacancies it varies with T -1 / 2 . The above work, it is hoped, will
help in the study of near surface defects in semiconductors. More theoretical and
experimental efforts are, however, needed to confirm this.
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