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ROLE OF INERTIAL EFFECTS
IN ELECTRON TRANSFER KINETICS
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The electron transfer rates at the steady state are evaluated in terms
of the Gaussian wave packet motion on free energy curves in the two- and
three-surface models in the presence of inertial effects. The autocorrelation
functions of the solvent polarization coordinate are fitted to the results of
recent molecular dynamics simuJations. It is found that the inertial effects
are particularly important for the electron transfer processes in acetontrile
and water. They constitute an impeding factor in the wave packet motion.
The neglect of the inertial part of the solvent autocorrelation function gives
underestimation of the electron transfer rate coefficient.

PACS numbers: 82.20.—w, 82.20.Ρm

1. Introduction

Over the past decade there have been many theoretical and experimental
investigations concerning the role of solvent dynamics in electron transfer [1] in a
picosecond and subpicosecond time domain. The femtosecond time scale solvent
dynamics, however, has not been accessible by experiment up to recent years. The
time dependent fluorescence Stokes shift (TDFSS) experiments determined the
solvent autocorrelation function Δ(t)

where v(t), v(∞), v(0) are the fluorescence frequencies at times t, οο and 0. In
the picosecond time scale this function was analytically represented as either a
single exponential or a sum of exponentials with characteristic solvation times
r(i  1, 2 ...) [2]

Rosenthal et al. [3] flrst observed a very fast contribution to the solvent response.
Such form of solvation dynamics was theoretically predicted [4-6]. In the light of
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recent investigations the ultrafast Gaussian inertial component of .6(t) should be
also taken into account [71

where ω is the characteristic vibrational frequency of a given solvent.
During the last few years the very large evidence on solvation dynamics in

polar solvents has been acquired [8] by means of the molecular dynamics (MD)
computer experiments in water [9-14], solvent resembling methyl chloride [15, 16],
acetonitrile [17] and methanol [18-20]. In acetonitrile (no hydrogen bonding), the
initial Gaussian decay of Δ(t) constitutes 70-80% of the total relaxation and occurs
on a time scale of 100-250 fs. In methanol and water, the inertial decay occurs on
a much shorter time scale (ca. 30 fs) than in aprotic solvents. Librations, resulting
from the hydrogen bond restoring forces, come into play at an early stage of
the relaxation and break this initial inertial decay [20]. In water we observe that
the Gaussian decay of Δ(t) constitutes 50-80% of the total response, while in
methanol it accounts for only 10-20%. The initial decay of .6(t) for methanol
is determined by a hydrogen bond rotation. The key difference is that in water
there are three distinct ways of performing this rotational motion (with nearly
equal moments of inertia), while in methanol there is only a single way [20]. All
the three situations with increasing polarity: in methanol (a), acetonitrile (b) and
water (c) are presented in Fig. 1.

The outline of this paper is as follows. First, main theoretical concepts con-
cerning the two [21-23] and three-surface [24-26] models of an electron transfer
process in solution are given, subsequently the dependences of the time-scale func-
tions [26-28] and the electron transfer rates in the two-surface model, as well as
in the three-surface model, on the free energy for methanol, acetonitrile and water
including the inertial effects are analyzed.
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2. Two- and three-surface models

The .dynamics in the reaction coordinate q is described in terms of the Gaus-
sian wave packet φ(q, q', t) for a harmonic system in an overdamped limit [28].
This function represents the solution of the following equation:

with initial condition φ(q, q', 0) = δ(q — q'). Leff is the effective time-independent
diffusion operator. The solution of Eq. (4), φ(q, q', t), is given in terms of the time
correlation function of the reaction coordinate, .6(t) = (δq(0)δq(t))/(δq(0)2), by
the following equation:

where (q2 ) = 2λkΒT. The function φ(q , q', t) gives the conditional probability that
the reaction coordinate would assume the value q at a time t, provided it had
the value q' at t = 0 and the system is on the single potential surface. For a
very long-time limit q(q, q', t) approaches the equilibrium distribution φ eq (q). It is
convenient to write the Laplace transform φ(q, q', s) as follows:

The functions 7(q, q', s) represent the solvent time-scale functions [26-28]. The de-
pendences of these functions on the two coordinates q and q' for single-exponential
autocorrelation functions were investigated in Ref. [25].

The wave packet motion is a convenient utility in describing the dynamics
in both two and three-surface models. They can be pictured by means of the free
energy surfaces G(q) for the ground (S0), locally excited (LE), and charge transfer
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(CT) states as a function of polarization coordinate q, as described in Fig. 2. The
electron transfer processes can only occur at the crossing points c,. and c l . Before
photon excitation, the system is represented by the Boltzmann distribution in the
ground state. Upon photon excitation, a population in the LE state is created.
Afterwards, it will transfer from the LE state to the CT states. Here a model  of
nonadiabatic coupling between LE and CT states is considered using Zusman-type
kinetic equations. The corresponding steady-state rate coefficients in both systems
can be evaluated in the Laplace space using the adiabaticity parameter Kj  (0) or
the time-scale functions f(x, y, 0) [21-23]

where V,• is the electronic coupling parameter at the crossing point ci. For the
case V, = V (symmetrical three-surface problem), j = 3, whereas for V = 0 and
V,. # 0 (twosurface problem), j = 2. A comparison of Eq. (8) for j = 3 and
2 shows the difference between these models as a result of various adiabaticity
parameters j (0). Since the term τ(Cr , cl, 0) is negative for large separation of Cr
and cl, t2(0) > 73(0), but 2(0) < Q3(0) should hold for small separation of c,.
and cl [26].

Two types of the time-scale function appear in Eq. (9) for the adiabaticity
parameter. The first quantity f(x, x, 0) = ?(x, 0) characterizes an escape of the
wave packet from the initial position at x to the equilibrium distribution. The
monitoring position of the wave packet motion is also at x. The adiabaticity pa-
rameter j (0) for the twosurface model contains two escape times 7(c,., 0) and

— q,., 0) from the crossing point C,. of two surfaces to the equilibrium distribu-
tions in each surface. The third time-scale function appearing in Eq. (9), τ(Cr, cl, 0)
describes the dynamic interaction of two-electron transfer processes occurring at
two crossing points. This situation is possible for electron transfer in dimmeric
systems, where the three-surface model is applied. To reveal the influence of sol-
vent dynamics on electron transfer, (c,., 0) and (c,., cl, 0) can be investigated as
the functions defining the adiabaticity parameter, for different values of the free
energy ΔG = GLE - GCT.

3. Numerical calculations and discussion
The Δ(t) functions were fltted to the results of recent MD studies [9, 12-14,

17, 20]. For methanol a fit to two exponentials and a Gaussian function is most
adequate according to the results of Fonseca and Ladanyi [20]. The long-time be-
haviour of Δ(t) was taken from Ref. [14]. For other cases only one exponential was
used. The function for acetonitrile was taken from the work of Maroncelli [17]. In
the case of water mainly the results of Maroncelli and Fleming [9] and more recent
results [12-14] were taken into account. To calculate parameters for a model EΤ
process the reorganization energies estimated from MD studies were also needed.
Most of MD simulations were only concerned with modelling of solvent relaxation
after instantaneous photoexcitation of various species. There were, however, sev-
eral ET-MD works published [5,10,11,16,18]. Bader and Chandler [11] studied a
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realistic model of aqueous ferric-ferrous system, on the other hand, Phelps et al.
[18] used a more general model of electron transfer reactions in methanol approxi-
mating reactants by a pair of Lennard—Jones spheres in contact of varying diameter
and containing a univalent charge. The value for λ of around 1.3 eV obtained by
these latter authors is most suitable for the present purpose. The values for water
and acetonitrile were scaled according to the Pekar faction (1/εoρ — 1/ε s ) in the
expression for λ [29] for these solvents. The programs were written in C. The inte-
grals in the solvent time-scale functions were evaluated using Gaussian quadrature
[30]. The calculations taking into account the autocorrelation function given by
Eq. (2) (Δ1(t)) and the parameters from Table, were performed for methanol,
acetonitriIe aid water. The results of these calculations are given in Figs. 3-5 and
Table. They are denoted in Figs. 3-5 as "1". The results of the calculations with
the fast inertial component in the solvent autocorrelation function Δ 2 (t) and the
correspondiιη parameters from Table are denoted as "2" in Figs. 3-5.

3.1. Methanol

The time-scale functions (0, 0) calculated using Δ1(t) and Δ2(t) are the
same (see Table). Using the autocorrelation function Δ1(t) (without the inertial
component) two-exponential terms make the escape from crossing point faster
(7(0, 0) = 196 fs) than in water (τ(0, 0) = 284 fs) and acetonitrile ((0, 0) = 707 fs).
The EΤ rates are relatively high (k2(0) = 2.4 x 10 12 1/s, k3(0) = 3.3 x 10 12 1/s;
when λ = ΔG = 1.3 eV). Small inertial effect (b = 0.2) with a high frequency
solvent mode (ω = 30.35 1/ps) changes only slightly the wave packet motion
(functions τ(cr , 0) and τ(Cr, cl, 0)) and the rate of electron transfer (k2(0) = 2.7 x
10 12 1/s, k3 (0) = 3.8 x 10 12 1/s; for ΔG = 1.3 eV).

3.2. Acetonitrile

The amplitude of variations in the time-scale functions with respect to ΔG
(Fig. 3a) is smaller than for methanol, because there is only one exponential in the
solvent autocorrelation function. The absolute values of τ (cr, 0) and 7(c,, cl, 0) are
decreased even 50% when the Gaussian function is introduced while for methanol
almost no change is observed in that case. The dynamics at the crossing points
is slowed down after the introduction of large inertial component (b = 0.7) with
a low frequency solvent mode (ω = 8.42 1/ps) to Δ(t). The electron transfer rate
coefficients k2(0) (Fig. 4a) and k3(0) (Fig. 5a) for the function Δ1(t) (see traces
denoted "1") are rather small. They can be 20-25% greater when the Gaussian
component is introduced (traces "2").

3.3. Water

The amplitude of variations in the time-scale functions with respect to ΔG
(Fig. 3b) is significantly smaller than for acetonitrile, but the behaviour of the
absolute values of τ(c,, 0) and (c,., cl, 0) after the introduction of the Gaussian
function is the same as for acetonitrile. They are decreased again even 50% (com-
pare traces "1" and "2" noting that they are plotted in their own units 7(0, 0)).



732 	 P. Gajdek



Role of Inertial Effects in Electron Transfer Kinetics	 733

The behaviour of the absolute values of time-scale functions is not influenced by
the change of solvent mode frequency, from low in acetonitrile to high in water
(ω = 55.23 1/ps). The rate coefficients k 2 (0) (Fig. 4b) and k3 (0) (Fig. 5b) are very
high already for exponential solvation (traces "1"). They are augmented even 50%
when the inertial component is included (traces "2").

The inertial effects can be observed only in the cases where the Gaussian
component covers at least a half of the whole relaxation (b = 0.5 ¸ 0.8, not the
case of methanol). The inertial effects result in a decrease of the dynamics at
the crossing points, hence in an impeding effect on the electron transfer kinetics
as indicate the absolute values of the time-scale functions. Such an effect is not
influenced by the increase in ω. Such an increase results in faster electron transfer
in both models in the case of water.

4. Summary

The inertial effects in ET kinetics have been modelled on the basis of recent
MD simulations. The role of ultrafast inertial component of solvation dymamics
in three solvents have been analyzed. These ultrafast effects are particularly im-
portant for the electron transfer processes in acetonitrile and water, where they
constitute over a half of the whole solvent relaxation. They slow down the dy-
namics at the crossing points in both two and three-surface models of an EΤ
process, although it does not mean that the consideration of inertial effects results
in lower EΤ rate coefficients. Conversely, when the Gaussian function is introduced
to the solvent autocorrelation function the electron transfer rate can significantly
augment, depending on the solvent vibrational frequency ω.
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