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1. Introduction

The successful application of the muon spectroscopy in the physics of high temperature superconductors, particularly in studies of the penetration depth and magnetic phase diagram, demonstrated the power of the muon spin rotation ($\mu$SR) method by investigations of local magnetic fields and weak magnetism.

The review of the $\mu$SR studies on high temperature superconductors presented in this paper will be focused on the subject of spin ordering phenomena in these materials. The discussion will be illustrated mainly with the results of $\mu$SR experiments done at the Paul Scherrer Institute (PSI) in Villigen, Switzerland, by the group of physicists from the University of Konstanz (Germany) in which the author has taken part.

The review will be preceded by a short description of the $\mu$SR method. More details about the method can be found in reviews [1, 2].

2. Muon spin rotation techniques

Muons ($\mu^+, \mu^-$), the point-like elementary particles locate in the family of leptons between electrons ($e^+, e^-$) and taons ($\tau^+, \tau^-$). The muon is about 206 times heavier than the electron and almost 9 times lighter than the proton. Therefore, the positive muon is often considered in solids as a light isotope of hydrogen.

The scope of this paper will be restricted to the experiments with positive muons only. In solids the positive muons occupy mainly the interstitial positions, providing information about the internal magnetic field at such sites. The negative muons are rapidly captured into the $1s$ atomic orbital of the host atoms. $\mu^-$ on the
1s orbital is much closer to the nucleus than 1s electrons and therefore interacts much stronger with the nucleus. This interaction reduces the lifetime of \( \mu^- \) in solids. In addition the asymmetry observed in \( \mu^- \)-SR is small. Therefore, in the \( \mu^- \)-SR studies of magnetism, the negative muons were rarely used. The interest to \( \mu^- \)-SR experiments have increased recently, especially for high \( T_c \) superconductors, see e.g. [3]. However, these experiments will not be discussed in this paper.

The muon spectroscopy is based on the two fundamental physical phenomena, both of them being the result of the violation of parity conservation in the weak interactions:

- The muons resulting from the pion decay are 100% spin polarized (in the center of mass system).
- The positron resulting from the muon decay are emitted anisotropically with respect to the muon spin direction.

### 2.1. Muon implantation

The polarized muon beams are usually produced in the “meson factories” using the proton accelerators (more than 500 MeV). For solid state physicists the main difference between the two types of muon beams, available in practice, is the amount of target material needed for studies.

- The surface muon beams (Arizona beam), where muons result from the decay of pions that come to rest in the production target, supply muons with the momentum of 28.6 MeV/c and kinetic energy of 4.1 MeV. Such muons stop in the matter at the depth about 0.15 g/cm\(^2\), which for the sample density of 5 g/cm\(^3\) corresponds to the depth of 0.3 mm. The stopping depth could be reduced using a degrader in front of the sample, but depth spreadout (due to the range straggling typically 10% of the nominal range) still limits the use of \( \mu \)-SR technique to bulk samples. The \( \mu \)-SR application for thin films and in surface physics should be possible with the cold muon (thermal muon) beams, which are recently under development.

- The decay channel beams, where the pions decay in flight, provide muons with much higher momentum (105–210 MeV/c), therefore the muon stopping depth is also much higher. Even using the degrader one needs the samples a few millimeters thick. This is due to the range straggling.

Polarized muons implanted into the sample come to rest within the time of about \( 10^{-11} \text{–} 10^{-10} \) s (i.e. faster than the time resolution of \( \mu \)-SR detection systems), practically without losing their polarization.

The muon stopping process in solids (especially in semiconductors) is discussed in more details in the review article of Patterson [4]. Here we state only the main points of this discussion concerning the influence of radiation damages (created during implantation) on the implanted muon.

Typical muon fluxes are of the order of \( 10^8 \) incoming muons per cm\(^2\) per one experiment (1 h). The accumulated-defect concentration by 20 h experiment would be of the order of \( 5 \times 10^{11} \) cm\(^{-3}\). At a typical muon diffusion rate the muon
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would need several hundreds of μs to find a defect. This time is much longer than the muon lifetime. Both the analytical calculations of Brice [5] and the numerical simulations done by Patterson [4] indicate that the distance between the muon stopping site and the last displaced atom is of the order of 10 μm. So the interaction of the muon with the radiation damage created by itself is very improbable.

2.2 Muon decay

The mean lifetime of the muon is 2.1971 μs. \( \mu^+ \) decays by the weak interaction into a positron, an electron-neutrino and a muon-antineutrino:

\[
\mu^+ \rightarrow e^+ + \nu_e + \bar{\nu}_\mu.
\] (1)

The only particle from the \( \mu^+ \) decay, that is observed in the \( \mu \)SR experiment, is positron. Since the \( \mu^+ \) decay is a three-body decay, the resulting positron can have energy from 0 to the maximal energy of 52.3 keV. The probability of the positron emission in the given direction depends on its energy and the angle \( \Theta \) between this direction and the spin of muon at the time of decay. After integrating over the whole possible positron energies, one obtains this probability in the following form:

\[
dW = \{ (1/\tau_\mu) [1 + (1/3) \cos \Theta]/2 \} d \cos \Theta.
\] (2)

The 1/3 average anisotropy of the muon decay in this formula is the factor, which enables the detection of muon spin direction in all the \( \mu \)SR experiments.

2.3. Spin precession and depolarization function

The muon placed in a steady magnetic field with the spin not parallel to the field direction exhibits the spin precession. The Larmor frequency is given by the muon gyromagnetic ratio

\[
\gamma_\mu/2\pi = 135.534 \text{ MHz/T}.
\] (3)

This value should be compared with that resulting from the Bohr magneton \( \mu_B/\hbar \approx 14 \text{ GHz/T} \) and nuclear magneton \( \mu_N/\hbar \approx 7.6 \text{ MHz/T} \).

The magnetic field acting on the muon can be of a different origin:

- external,
- demagnetization (macroscopic fields proportional to magnetic susceptibility of the solid depending on the sample shape and its orientation versus magnetic field),
- nuclear dipolar (superposition of local dipolar fields from the spins of nuclei),
- electron dipolar (superposition of local dipolar fields from the spins of localized electrons),
- hyperfine (contact term of dipolar interaction with the electron spin density at the muon site, resulting in Knight shift in metals or supertransferred field in insulators).
During the muon lifetime the muon spin polarization not only precesses in the magnetic field but is also lost in the depolarization process. Like in the magnetic resonance experiments, where the transverse and longitudinal relaxation are different, in $\mu$SR the transverse and longitudinal depolarization should be considered separately. Since in $\mu$SR the depolarizations are not necessarily exponential, they are usually described by the depolarization functions $G_x(t)$ and $G_z(t)$, respectively.

2.4. Time differential spectroscopy

In this conventional (but still most often used) $\mu$SR technique, the amount of positrons emitted in a given direction is measured as a function of the time between the muon implantation and the emission of positron.

Usually the incoming muon passes a very thin scintillation counter (M-counter). The impulse from this counter starts the electronic clock. The clock is stopped by the impulse from one of the positron counters placed at the certain angle with respect to the initial polarization of the muon beam. The events are histogrammed as a function of clock time for each counter. This method is suitable for dc muon beams, but involves the requirement that only one muon can be present at the same time in the sample (otherwise the event have to be ignored). This condition demands the use of on-line, veto electronic system and reduces the count accumulation rates.

On the pulsed muon beams the method could be modified by starting the clock with the pulse coming from the accelerator and using multiple stops. But then, the time resolution is reduced by the time-width of incoming muon burst.

For each positron counter, the following expression gives the number of events as a function of time between the incoming muon pulse and the registration of a decay positron:

$$N(t) = N_0 \exp(-t/\tau_p)[1 + A(t)] + B,$$

where $N_0$ and $B$ are normalization and background constants. The background results from the events where the start-stop signals were not correlated (e.g., positrons from the muon stopped somewhere outside the sample). $A(t)$ is the asymmetry function, which contains the information about precession and depolarization. It depends also on experiment geometry and effective asymmetry $A$.

Since $N_0$ and $B$ do not contain physical information about studied material, usually only the asymmetry part of the $\mu$SR spectrum, (i.e. $A(t)$), is plotted on the figures.

2.5. Transverse field $\mu$SR

This geometry is particularly suitable for the studies of the field distribution in solids in response to the externally applied fields. Additionally the experiments in this geometry can provide the information about dynamical processes, like muon diffusion or spin fluctuations.

The initial polarization of the muon beam should be perpendicular to the direction of the external magnetic field, therefore the muon spin will precess in the plane perpendicular to the field direction (Fig. 1).
The asymmetry part of the $\mu SR$ spectrum will then contain the precession signal

$$A(t) = AG_x(t)\cos(\omega t + \phi),$$

where $A$ is the effective asymmetry factor. It includes the corrections to the muon decay asymmetry (1/3) due to energy dependence of counter efficiency and incomplete beam polarization. $G_x(t)$ is the transverse depolarization function, containing the physically interesting information about field distribution and dynamic processes. $\omega$ is given by the muon precession frequency in the internal magnetic field (see Eq. (3)). $\phi$ is the phase, which depends on the initial angle between the muon spin and the direction towards a positron counter.

In the static case the magnetic field at the muon stopping site does not change within the muon lifetime. Then, the transverse relaxation function is given by the distribution of the magnetic fields at muon stopping sites. If this field distribution has a Gaussian shape with the width $\Delta B$, then $G_x$ has the form

$$G_x(t) = \exp[(1/2)\sigma^2t^2],$$

where $\sigma = \gamma_\mu \Delta B$ ($\gamma_\mu = 851.6 \mu s^{-1}/T$).

In the dynamic case, when the local fields at the muon site fluctuate or the muon diffuses through the solid, the depolarization is weakened in the effect analogous to "motional narrowing" observed in NMR and EPR. For the Gaussian field distribution the $G_x$ function can be then well approximated [6] in the form

$$G_x(t) = \exp\{-\sigma^2\tau^2[\exp(-t/\tau) - 1 + t/\tau]\},$$

where $\tau$ is the characteristic time of dynamic process (diffusion, fluctuation).

The example of the Gaussian depolarization function and its "motional narrowing" is shown in Fig. 2.

The fast fluctuation limit ($\sigma\tau \ll 1$) of the above depolarization function is exponential

$$G_x(t) = \exp(-\lambda t),$$
In the cases when the field distribution has a more complicated shape (e.g., the case of vortex state of superconductors), this distribution should be derived from the real part of the Fourier transform of the asymmetry spectrum [7, 8].

2.6. Zero (and longitudinal) field $\mu$SR

In that case muons feel only internal fields. Except of the case of monodomain ferromagnetic monocrystals, where the situation is analogous to the transverse field configuration, the internal fields have usually random directions.

For the arbitrary direction of internal field, we have the following situation:

- The precession frequency depends only on the magnitude of resulting field.
- The amplitude of a precession cone depends on an angle between the initial muon spin direction and the magnetic field. When they are parallel or antiparallel (longitudinal configuration) no precession occurs.
- The amplitude of the precession signal recorded by a positron counter depends on the angle between the field (precession) direction and the vector pointing from the muon site towards the detector.

The signal recorded by a positron counter results from an average over all possible fields at the muon stopping sites. Both the precessing (transverse) and non-precessing (longitudinal) parts of a signal have their maximum for counters placed parallel and antiparallel to the initial muon spin polarization. The counters placed at another angles would not record oscillations of another phase, but only of reduced amplitude. (The rotations of opposite sense subtract.)

Therefore for zero field $\mu$SR, as well as for longitudinal field $\mu$SR there are usually only two positron counters (forward and backward as shown in Fig. 3). The number of counts for this counters is expressed as follows:

$$N^\pm(t) = N_0 \exp(-t/\tau_\mu)[1 \pm AG_z(t)] + B,$$

where

$$\lambda = \sigma^2 \tau. \quad (9)$$

In the cases when the field distribution has a more complicated shape (e.g., the case of vortex state of superconductors), this distribution should be derived from the real part of the Fourier transform of the asymmetry spectrum [7, 8].
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where + and − are related to the backward and forward counters, respectively.

By the random distribution of the local field directions, the averaging procedure gives 1/3 of non-precessing (longitudinal) component and 2/3 of a precessing (transverse) component. This is easy to imagine considering the symmetry arguments.

The internal magnetic fields at each muon stopping point result from the summation of individual components (dipolar fields, quadrupolar fields etc.). The non-zero average of such summation points out to the presence of some spontaneous magnetic order. It is not necessary that the order would be static. Since the muon is a local probe and its lifetime time is short, the muon would sense also the short distance magnetic order or even only the magnetic correlations, if their characteristic lifetime (fluctuation) is sufficiently long comparing with the muon lifetime.

In case of antiferromagnetic ordering the field at the muon site is non-zero, only if the site is nonsymmetric. So however, the observation of a μSR precession at zero external field implies the presence of some kind of magnetic order, the opposite is not true. If no precession is found, this does not exclude antiferromagnetism.

For magnetically ordered systems the muon stopping sites are often magnetically inequivalent. So more precession frequencies \( \omega_i \) are expected in the μSR signal, with the amplitudes \( A_i \) reflecting the ratio of the site occupancies. For polycrystalline samples, when the directions of internal spontaneous magnetic field are randomly oriented, the muon asymmetry signal is expected in the form

\[
A(t) = \sum A_i G_z(t)[1/3 + (2/3) \cos(\omega_i t)].
\]

The 1/3 (longitudinal) constant part of the asymmetry is often omitted in the plots of zero field (ZF) μSR spectra.

If no magnetic order is present in the sample, the vector average of the local fields should be zero. The zero field μSR experiment is however sensitive to the magnitude of the field, which does not average to zero. Therefore usually in such cases the 2/3 (transverse) part of the zero field μSR depolarization function \( G_z \)
has the form of an overdamped oscillation. The typical example of such a function (for the case of the Gaussian distribution of internal fields, centered at zero) is the Kubo—Toyabe function, originally introduced for NMR in zero magnetic field [9]

\[ G_s(t) = 1/3 + (2/3)(1 - \sigma^2t^2) \exp[-(1/2)\sigma^2t^2]. \]  

(12)

The dynamic effects like muon diffusion or spin fluctuations lead again to the "motional narrowing". This effect is schematically depicted in Fig. 4. In the fast diffusion (fluctuation) limit the depolarization function becomes again exponential.
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Fig. 4. The Kubo—Toyabe function \((\sigma = 1 \mu s^{-1}, \Delta B = 0.85 \text{ mT})\) (dashed lines) and the effects of "motional narrowing" (left) \(\tau = 5, 1, 0.2, 0.1 \mu s\) and longitudinal field (right) 0, 1, 2, 3 and 5 mT.

The independent method often used to distinguish, whether the internal fields are static or dynamic, is given by the longitudinal field-"decoupling" experiments. The effect of longitudinal field on the Kubo-Toyabe depolarization is illustrated in Fig. 4. When the external field becomes comparable and greater than the amplitude of internal fields, the variation of 2/3 component of Eq. (12) would be damped. The similar decoupling effect would occur in dynamic ("fluctuation narrowing") case for much higher fields comparable with fluctuating internal fields.

### 2.7. Integral techniques

Among the integral \(\mu SR\) techniques like stroboscopic \(\mu SR\) and magnetic resonance, the one of increasing importance is the avoided-level-crossing technique (or muon level crossing resonance, \(\mu\)LCR) proposed for \(\mu SR\) by Abragam [10] and demonstrated the first time by Kreitzman et al. [11].

In the longitudinal field configuration the initial spin state of muon is already the eigenstate. The energy splitting of the two muon spin eigenstates is given by the field strength. When the energy splitting of the muon spin states becomes equal to the splitting of the energy levels of another system (usually the neighboring nuclei), the weak coupling between these two systems mixes their quantum states. These changes the transition probability between muon levels (longitudinal relaxation) and introduces corrections to the energy of the levels that avoid their crossing (the phenomenon of level repulsion). Such phenomenon could be recorded.
as the characteristic resonance feature on the magnetic field dependence of the time-integrated muon asymmetry.

More detailed description of the method can be find e.g., in the article of Kreitzman [12].

2.8. Muon site and chemistry of muon binding

The complete analysis of a μSR experiment should include also the problem of muon localization, what involves the questions of:

- spatial position of muon in crystal lattice,
- the charge state of muonic center (electronic configuration, muon binding),
- influence of the muon on the surrounding lattice,
- possibility of muon motion between equivalent sites (diffusion).

The direct method for muon site determination is given by the channeling experiments (called also the muon-decay-blocking experiments) [13]. Since this method requires the use of large, good quality single crystals, the other indirect methods are much more often used. More recently the avoided-level-crossing technique becomes wider used for the study of the environment of the stopped muon.

At the last stage of muon stopping process a large amount of electrons or holes would be available in the vicinity. Therefore the positive muon can easily capture an electron forming a neutrally charged bound state analogous to the atom of hydrogen. Such a bound state is called muonium (Mu) or the paramagnetic state of muon, since its behavior in the magnetic field is dominated by the spin of electron ($\mu_B/h \approx 14$ GHz/T). The hyperfine (contact) interaction between the electron and the muon spin is of Heisenberg form, with the "exchange" constant being equal to 4.46330288 GHz for the muonium in vacuum.

The therm "diamagnetic state of the muon" is then reserved for any center where the observed muon spin precession occurs, with the frequency given by the muon gyromagnetic ratio ($\gamma_\mu/2\pi \approx 135$ MHz/T). Such centers are usually assigned to the positive charge state of single $\mu^+$.

Since the muon in solid could be considered as light isotope of proton, the problem of the muon bonding is analogous to the problem of hydrogen in solids. However, some differences between those two species in solids could result from the fact that sometimes the muon may not reach his final position within his lifetime, whereas the diffused hydrogen is usually found in its most stable site.

There are some hints what muon states should be expected in different materials:

- In metals muons have been found to stop at the interstitial sites in the $\mu^+$ charge state (i.e. do not form the bound state with a single electron). The contact interaction of the muon with the conduction electrons manifests as a Knight shift of a $\mu^+$ precession frequency. The distortion of the surrounding lattice induced by the positive muon leads to the formation of the small polaron state, which often results in the self-trapping of the muon.
— Generally three muon centers have been found in semiconductors, one diamagnetic called \( \mu^+ \) and two paramagnetic called normal and anomalous muonium (Mu and Mu\(^*\)). The fractions of the muons found in each of these centers depend on the material itself, its doping (position of Fermi level) and temperature. The detailed discussion of the muonium states in semiconductors and more references may be found in Chap. 4 of the review of Cox [2], in the review article of Patterson [4] and in shorter but more recent articles [14, 15].

— In magnetic oxides the muon binds to the oxygen atom (see the review [16]) and below 150 K remain localized at about 1 Å from it. Since this case is relevant for high temperature superconductors, it will be discussed in more details.

The muon binding to the oxygen is observed experimentally as an additional hyperfine field. This contact field is transferred by the oxygen p-orbitals polarized by d-electrons of magnetic ions. Such \( d-p-\mu^+ \) interaction by analogy with the well-known \( d-p-d \) superexchange is often called supertransferred. This supertransferred field is usually expressed in the form [16]

\[
B_{\text{hf}} = C[(A_\sigma^2 - A_\pi^2) \cos^2 \theta_i + A_\sigma^2],
\]

where \( A_\sigma \) and \( A_\pi \) are the spin polarization magnitudes of the oxygen orbitals \( p_\sigma \) and \( p_\pi \) with \( \sigma \) and \( \pi \) symmetry, respectively; \( \theta_i \) is the angle between the \( i \)-th metal ion-oxygen direction and the \( \mu^+ \)-oxygen direction; \( C \) is a proportionality constant.

On a search of the muon stopping site, in the case when the spin structure of magnetic materials is known, the calculations of dipolar and supertransferred component of internal magnetic field are performed for different possible muon sites. Such trials are often connected with calculation of potential surface for different positions of \( \mu^+ \) in the studied material.

3. \( \mu \)SR studies of superconducting properties

The \( \mu \)SR experiments, that studied the superconductivity in high \( T_c \) superconductors (HTSC), will be only shortly mentioned here. More details can be found in the articles reviewing such studies (see e.g. [17] or earlier reviews based on the results of the TRIUMF group [18]).

The transverse field \( \mu \)SR experiments are very well suited to study the vortex phase of superconductors, since \( \mu \)SR is volume sensitive. The obtained information on the distribution of internal magnetic fields inside superconducting sample could be used e.g., to determine the London penetration depth \( \lambda_L \).

In the early experiments the mean value of the penetration depth \( \lambda_L \) in ceramic samples was determined from the fit of the Gaussian depolarization function to the measured \( \mu \)SR spectrum. \( \lambda_L \) obtained in this way can be used to determine the superconducting-carrier-concentration \( n_s \). In such a kind of experiments Uemura and co-workers have claimed to find the correlation between \( T_c \) and \( n_s \) [19].

The more elaborated works interpret the details of the field distribution found in \( \mu \)SR experiments considering the fact that \( \lambda_L \) in HTSC materials is strongly anisotropic. This kind of experiments could be used also to study the
effects of irreversibility (field cooling vs. zero field cooling), flux trapping, and the
flux creep.

4. Magnetism of Cu spins

Magnetism seems to play an important role in the IITSC materials. For all
classes of these materials the “parent” antiferromagnetic compounds were found
(La$_2$CuO$_4$ — for the “214” group, [Re]Ba$_2$Cu$_3$O$_6$ — for “123” group, yttrium
substituted compounds — for Bi and Tl-based IITSC).

The transition from the “parent” insulating and antiferromagnetic phase
to the superconducting, metallic state is controlled by the changes of the charge
carrier concentration. This concentration could be continuously varied by chang-
ing the stoichiometry of the material (oxygen content for “123” compounds and
La$_2$CuO$_{4-y}$ or dopant concentration for other groups).

Both, the charge carriers responsible for superconductivity and the spins of
the 3$d^9$ shell of Cu$^{2+}$ ions are spatially localized on CuO$_2$ planes. Such two-dimen-
sional planes are characteristic for the crystal structure of all IITSC materials.
Many theoretical models were proposed, which tried to explain the high $T_c$ super-
conductivity by the pairing mechanism of magnetic origin. In one of such works,
Aharony et al. [20] argued that the interactions between charge-carriers and Cu
spins should lead to the frustration in the spin system and formation of a spin-glass
phase. Therefore in searching for a mechanism of high temperature superconduc-
tivity, it seems important to analyze experimentally the magnetic aspects of such
phase diagrams.

4.1. “214”

For La$_{2-x}$Ba$_x$CuO$_4$ and La$_{2-x}$Sr$_x$CuO$_4$ called often “214” compounds, the
“parent” magnetic compound is La$_2$CuO$_4$. The antiferromagnetism was detected
there in the studies of susceptibility [21], neutron scattering [22–24] and μSR
[25, 26]. In μSR studies the magnetic ordering was seen as spontaneous oscillations
in zero-field experiments. An example of such spectrum is shown in Fig. 5.

The temperature dependence of the μSR frequency provides information
about the local fields, so about the magnetic sublattice magnetization. The $T = 0$
limit of the μSR frequency for La$_2$CuO$_4$ was determined for 5.7 MHz, what cor-
responds to the internal field at the $\mu^+$ site of 42 mT. For the sample prepared in
the standard way $T_N$ was about 250 K (compare Fig. 6).

$T_N$ depends strongly on the exact oxygen stoichiometry of La$_2$CuO$_{4+\delta}$. In
the original paper of Johnston et al. [21] the maximum of the Néel temperature
versus $\delta$ was assigned to $\delta = -0.03$, i.e. for La$_2$CuO$_{3.97}$. The authors claimed that
$T_N$ decreases with increasing oxygen content. Such scaling was followed in the μSR
works of Uemura et al. [25, 27]. The work of Budnick at al. [28] (where the “oxygen
treated” sample had $T_N = 300$ K, i.e. higher than the standard sample) strongly
suggests the other scaling of $T_N$ versus $\delta$. As proposed in [29] the maximum of $T_N$
should be assigned to $\delta = 0$.

The further studies of μSR in La$_{2-x}$CuO$_{4+\delta}$ could be found in [30, 31]. In [30]
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and [32] the temperature dependence of $\mu$SR frequency (sublattice magnetization) was analyzed theoretically in terms of anisotropic magnetism of $\text{La}_2\text{CuO}_4$.

The most often used method to change the carrier concentration in $\text{La}_2\text{CuO}_4$ is however its doping with strontium.

$\text{La}_{2-x}\text{Sr}_x\text{CuO}_4$ is insulating for $0 < x < 0.06$. For such materials the magnetism was found in the series of zero field $\mu$SR experiments [28, 33, 34]. The example of temperature dependence of $\mu$SR frequencies in these materials is shown in Fig. 6.

As could be seen the Sr-doping reduces the Néel temperature of $\text{La}_2\text{CuO}_4$. In the range $x \leq 0.01$ this reduction is moderate. Between $x = 0.01$ and $x = 0.02$ a dramatic decrease in transition temperature over more than one order of magnitude is observed. In the range $0.02 < x < 0.05$ the temperature, below which the spontaneous $\mu$SR oscillations is observed, changes again moderately.
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In contrast to such dramatic changes of the transition temperature, the $\mu$SR frequency in the limit of $T = 0$ has changed only from 5.6 MHz for $x = 0$ to 4.1 MHz for $x = 0.05$. Such minor changes of the local magnetic field at the muon site strongly suggest that the whole effect is mainly caused by the changes in the magnetic interactions between Cu spins rather than by the changes of the magnetic moment of the spin itself [28]. The $\mu$SR experiment cannot distinguish between long-range ordering and freezing of short-range correlations. The second process may indeed be important for Sr-concentrations with $x \geq 0.02$, therefore the dramatic change of ordering temperature between $x = 0.01$ and 0.02 might correspond to the cross-over from the long-range to short-range type of antiferromagnetic order.

In the theoretical works of Aharony et al. [20] (local approach, similar to those of magnetic polaron) and Schrieffer et al. [35] (spin bag model), it was suggested that the addition of holes to $\text{La}_2\text{CuO}_4$ introduces a local ferromagnetic exchange coupling between Cu spins. The resulting frustrations destroy the 3D Néel state characterizing pure $\text{La}_2\text{CuO}_4$, and should generate the new 3D spin-glass phase in the range of $x$ between 0.02 and 0.05.

The spontaneous $\mu$SR oscillations observed are not typical for the spin-glass phase. However, the experimentally observed fact that the depolarization rate of $\mu$SR low temperature oscillations increases with Sr doping, is consistent with the hypothesis of the appearance of ferromagnetic frustrations. The ferromagnetic fluctuations on the antiferromagnetic background, caused by mobile charge carriers, result in inhomogeneous field distribution, which shows up as depolarization of $\mu$SR oscillations.

Harshman et al. [33] extended their $\mu$SR studies of $\text{La}_{2-x}\text{Sr}_x\text{CuO}_4$ onto longitudinal-field decoupling experiments. Especially, for $x = 0.05$ and temperature just above ordering temperature they found that the $\mu$SR signal “is a sum of two components: one (derived from magnetic fluctuations) freezes and yields muon-spin precession at low temperatures, and another (due to a set of apparently stronger moments) that do not yield a precession signal”. The first component could be decoupled at the longitudinal field of about 40 mT. The second one could not be completely decoupled even at the fields of 160 mT. The amplitudes of these components were very similar. The observation of two components was attributed to the two different muon stopping sites.

$\text{La}_{2-x}\text{Sr}_x\text{CuO}_4$ becomes superconducting for $x > 0.06$. Near the metal–insulator transition some kind of magnetic order was still present. The natural question arises, whether the magnetic moments on Cu ions are still present in the superconducting phase. This question becomes important for the models that derive the mechanism of high $T_c$ superconductivity from magnetic interactions [20], [35].

The first hints of the existence of magnetic correlations in superconducting $\text{La}_{1.85}\text{Sr}_{0.15}\text{CuO}_4$ came from the low-temperature specific heat studies [36]. Later $\mu$SR studies of $\text{La}_{2-x}\text{Sr}_x\text{CuO}_4$ with $x > 0.06$ [37–39] confirmed this hypothesis.

Kitazawa and co-workers [37] studied two single crystals with $x = 0.04$ and 0.08. They observed that with decreasing temperature the ZF-$\mu$SR spectra changed their character from the Kubo-Toyabe like to the Lorentzian one. The initial asymmetry of the $\mu$SR spectra decreased rapidly to about 1/3 of its high
The authors interpreted the observed ordering as a spin-glass like transition, which for $x = 0.08$ coexists with superconductivity.

Weidinger et al. [38] studied single phase polycrystalline pellets. For the sample with $x = 0.07$ and temperatures $T \leq 1.2$ K, µSR oscillation were observed, with finite frequency of $\nu = 1.5$ MHz and strong Gaussian damping (Fig. 7). As temperature was raised, the shape of a signal changed and the exponentially decaying function became more appropriate. The depolarization rate $\lambda$ decreased rapidly with increasing temperature and at 4.2 K the spectrum was already dominated by the Kubo–Toyabe decay (caused by the nuclear moments of Cu atoms). For the samples with $x = 0.10$ and 0.15 the signal was exponentially damped even at the lowest temperature of 35 mK and disappeared at about 3.5 K and 2 K, respectively.

The only way to explain the observation of a strongly damped µSR signal at low temperatures was the conclusion that some magnetic moments of electronic origin are present in superconducting samples and freeze at low temperatures (due to some kind of magnetic correlations), therefore become visible by the µSR method. At higher temperatures the electronic spins fluctuate too fast and the muon spin follows the Kubo–Toyabe relaxation caused by nuclear moments.

Figure 8 shows the phase diagram of La$_{2-x}$Sr$_x$CuO$_4$ obtained assuming that the freezing of magnetic correlations observed in superconducting material could be interpreted as a phase transition. The upper part of this diagram shows the ordering temperatures: magnetic (dashed line) and superconducting $T_c$ (solid line). The lower part of Fig. 8 shows the magnitude of the internal magnetic field (in the
low temperature limit). This magnitude for the samples with $x$ between 0 and 0.07 was determined from the frequency of oscillating signal. For the samples with $x = 0.1$ and 0.15, where the signals were exponentially damped, the low temperature limit of depolarization parameter $\lambda$ was used as an estimate of the width of internal field distribution.

For the La$_{2-x}$Sr$_x$CuO$_4$ samples with $x = 0.15$ and the highest $T_c$ (38 K and almost 100% of the Meissner fraction) the signal was of the pure Kubo—Toyabe shape down to 35 mK [40, 41]. This behavior is consistent with the observation that with increasing concentration of mobile holes and increasing $T_c$ the amplitude of magnetic correlations decreases. Therefore for the sample with maximum $T_c$ the damped signal of electronic origin is not observed, either because of the fluctuations are still too fast or because the amplitude of magnetic moments is strongly reduced.

The phase diagram of La$_{2-x}$Ba$_x$CuO$_4$ is very similar to those for La$_{2-x}$Sr$_x$CuO$_4$. However at $x = 0.13$ La$_{2-x}$Ba$_x$CuO$_4$ undergoes the crystallographic phase transition, which suppresses superconductivity. At this concentrations the antiferromagnetic ordering was found in the $\mu$SR experiments [42] at temperatures about two times lower than the crystallographic transition from the low-temperature-orthorhombic to low-temperature-tetragonal phase.

4.2. "123"

Although [Re]Ba$_2$Cu$_3$O$_7$ compounds (called in jargon the "123" materials) show superconductivity with $T_c \approx 90$ K for most of the rare-earth [Re] substitutions (except for Pr, Ce, Tb and Pm), YBa$_2$Cu$_3$O$_{6+x}$ remains the most popular among them. The materials with non-zero spin on Re ion were used rather in the
cases when the magnetic order of the Re spins (or its influence on Cu magnetism) were of interest. These cases will be referred separately in Sec. 6.

The presence of magnetic phase in the Y–Ba–Cu–O system was detected in μSR experiments by Nishida et al. [43, 44] much earlier than the presence of long-range antiferromagnetic order in YBa$_2$Cu$_3$O$_6$ was confirmed in neutron scattering experiments [45].

Nishida et al. studied different YBa$_2$Cu$_3$O$_{6+x}$ samples prepared by quenching method. For the insulating samples with tetragonal structure (0.2 < $x$ < 0.38) they found clear spontaneous μSR oscillations (in a zero-field experiment) with the frequency of about 4 MHz. The Néel temperature (although not sharply pronounced due to the inhomogeneity of the samples) changed drastically from 240 K for $x \approx 0.2$ to 13 K for $x \approx 0.38$. For the orthorhombic sample with $T_c = 60$ K and $x \approx 0.4$ the first evidence for coexistence of superconductivity and spin-glass magnetic state in YBa$_2$Cu$_3$O$_{6+x}$ was found.

These studies were extended by Brewer et al. using the method of “weak transverse field μSR” [46]. The magnetic order was there detected by application of a small transverse magnetic field (smaller than the spontaneous local field at the site of muon). The amplitude of the precession signal at the frequency corresponding to the external field is a quantitative measure of the volume fraction magnetically ordered material. The authors used two sets of samples “quenched” and “slow-annealed”. The Néel temperature was between 350 and 450 K for $x = 0$ and decreased rapidly around $x \approx 0.3$ for “slow-annealed” and around $x \approx 0.4$ for “quenched” samples. The “slow-annealed” samples with $x = 0.384$ and $x = 0.400$ exhibited coexistence of superconductivity (with $T_c = 25$ K and $T_c = 33$ K) and magnetic order at 10 and 5 K, respectively.

The further studies taken to determine more precisely the phase-diagram [47] and to answer the “coexistence” problem [41, 48] were done using the samples obtained by the “slow-annealing” method, since they were believed to be more homogeneous. However, it is now known (see e.g. [49]) that the oxygen in YBa$_2$Cu$_3$O$_{6+x}$ has a tendency to form some kind of superstructure, in the case when its diffusion is allowed in the “slow-annealing” process. (The ordering of oxygen vacancies in “chains” of YBa$_2$Cu$_3$O$_{6+x}$ causes the appearance of two characteristic plateaux at 60 K and 90 K in the $T_c$ vs. $x$ dependence.)

The next group [50–52] of experiments focussed on the “region of coexistence” in YBa$_2$Cu$_3$O$_{6+x}$ was done using good quality “quenched” samples.

The typical zero-field μSR spectra obtained for several YBa$_2$Cu$_3$O$_{6+x}$ samples at temperatures below 1 K are shown in Fig. 9.

The antiferromagnetic sample with $x = 0$ (the upper spectrum in Fig. 9) exhibited rather complicated spectrum with many frequencies. The dominating one was the 4 MHz frequency, the strongly damped 18 MHz and weak 2 MHz frequencies were also observed [53, 50, 47].

The sample with $x = 0.5$ shows a highly damped spin precession indicating the presence of internal magnetic fields.

For the sample with $x = 0.7$ and superconducting transition temperature of 55 K the μSR spectrum could be fitted with a single Kubo–Toyabe function. That means that the whole relaxation can be fully described by interaction of $\mu^+$ spin
In the intermediate region between $x = 0.5$ and $0.7$ the asymmetry is described by a sum of two parts: the static Kubo–Toyabe and exponentially decaying. All three important parameters: 1) the fraction of exponentially relaxing component, 2) the characteristic temperature, when the magnetic correlations become visible and 3) the magnitude of internal magnetic field (as derived from the parameter $\lambda$) decrease gradually with increasing $x$. All of them approach zero for $x \approx 0.7$ and $T_c \approx 55$ K [52].

The phase diagram of $YBa_2Cu_3O_{6+x}$ derived from this data is shown in Fig. 10. These data confirm the statement that the magnetic correlations coexist with the superconductivity. However, the $\mu$SR method is not able to detect any

Fig. 9. $\mu$SR spectra for $YBa_2Cu_3O_{6+x}$ samples with different oxygen stoichiometry [52].
trace of magnetic correlations for materials with $T_c$ exceeding 55 K.

Another interesting group of $\mu$SR experiments was done on hydrogen loaded YBa$_2$Cu$_3$O$_{6+x}$ [54-56]. It was shown that the carrier concentration in YBa$_2$Cu$_3$O$_7$ decreases linearly with increasing hydrogen concentration. At the hydrogen concentrations greater than 0.5 hydrogen atom per unit cell, the magnetic phase appears. This phase seems to be the same as those observed in YBa$_2$Cu$_3$O$_6$.

Two frequencies of the spontaneous oscillations 4 MHz and 2 MHz were observed. The amplitude ratio for those frequencies changes monotonously with the oxygen stoichiometry of the initial material. Such dependence means that the relative occupancy of the two possible muon stopping sites changes, with the change of oxygen population in Cu–O chains.

4.3. Other groups of HTSC

The similar phase diagrams as those for La$_{2-x}$Sr$_x$CuO$_4$ and YBa$_2$Cu$_3$O$_{6+x}$ were found in bismuth based and n-type HTSC.

In Bi$_2$Sr$_2$Ca$_x$Y$_{1-x}$Cu$_2$O$_8$ [57-59] or Bi$_2$Sr$_{2+x}$Y$_{1-x}$Cu$_2$O$_8$ [60] systems the carrier concentration was varied by yttrium doping. The antiferromagnetic state was observed with multiple $\mu$SR frequencies at low temperatures (0.4 MHz, 3.6 MHz, 4.4 MHz and 12 MHz). For $x = 0$, $T_N$ was about 350 K. $T_N$ decreases with decreasing $x$ (increasing in carrier concentrations) and reaches 10 K at $x = 0.3$. Some kind of spin-glass-like behavior at the temperatures of about 10 K exists till $x = 0.5$, when superconductivity appears [60].

For $p$-type high $T_c$ superconductors like Nd$_{2-x}$Ce$_x$CuO$_{4-y}$ (with $T_c \approx 25$ K for $x = 0.15$) the $\mu$SR studies [61, 62] found also the magnetic signals. The main difference of this diagram from those for La$_{2-x}$Sr$_x$CuO$_4$ is the fact that the Néel temperature remains high till $x = 0.14$ ($T_N \approx 80$ K) and drops rapidly only, when
superconductivity appears (for $x \approx 0.15$). In perfectly superconducting samples no $\mu$SR signal from electron spins (strongly damped) was observed.

5. Question of coexistence

The main experimental facts presented in Secs. 4.1 and 4.2, which could be interpreted as signature of coexistence of superconductivity and magnetic correlation in HTSC, are summarized below:

1. The exponentially damped component of the zero-field $\mu$SR depolarization function was found in superconducting samples of $\text{La}_{2-x}\text{Sr}_x\text{CuO}_4$ and $\text{YBa}_2\text{Cu}_3\text{O}_{6+x}$ at sufficiently low temperatures. The high damping rate of this component must be caused by the magnetic moments of electron origin (nuclear moments are too small). The exponential damping means that either the fields are dynamic or if they are static, their distribution is Lorentzian.

2. For $\text{La}_{2-x}\text{Sr}_x\text{CuO}_4$ with $x = 0.07$ and $T_c = 14 \text{ K}$ at the lowest temperatures the exponentially damped signal converted to strongly damped oscillations.

3. The correlation between amplitude of internal fields and $T_c$ was found for both $\text{La}_{2-x}\text{Sr}_x\text{CuO}_4$ [63] and $\text{YBa}_2\text{Cu}_3\text{O}_{6+x}$ [52] as shown in Fig. 11.

4. In the samples with the highest $T_c$ ($T_c > 32 \text{ K}$ for $\text{La}_{2-x}\text{Sr}_x\text{CuO}_4$ and $T_c > 50 \text{ K}$ for $\text{YBa}_2\text{Cu}_3\text{O}_{6+x}$) no strongly damped signal was observed. The whole $\mu$SR asymmetry observed in zero field experiments could be explained by the magnetic fields caused by the nuclear moments.

5. The fractions of muons influenced by this fields decrease with increasing $x$.

![Fig. 11. Correlation between the superconducting transition temperature $T_c$ and the internal magnetic field as measured on $\text{La}_{2-x}\text{Sr}_x\text{CuO}_4$ and $\text{YBa}_2\text{Cu}_3\text{O}_{6+x}$ [52].](image-url)
The main question of the coexistence problem is, whether the superconductivity and some kind of magnetic correlations coexist in the same microscopic regions or the superconducting and magnetic phases are spatially separated.

The experiments of Brewer et al. [48] confirmed independently the "true microscopic coexistence of AFM and SC" in YBa$_2$Cu$_3$O$_{6+x}$ with $x$ between 6.38 and 6.48. (The inhomogeneities of oxygen concentration in their samples was estimated to be smaller than $\Delta x = 0.01$.)

The absence of chemical separation does not rule out the possibility of spontaneous phase separation, where the phases differ only about the concentrations of charge carriers. The "hole rich" phase would be superconducting and "hole poor" — magnetic. Similar phase separation was also predicted for the Mott–Anderson (metal–insulator) transition in semiconductors, see e.g. [64]. For IITSC systems, Emery et al. [65] found that the diluted holes should be unstable against such phase separation.

Another strong experimental evidence of the spontaneous phase separation was found in the experiments on photo-induced superconductivity by Yu et al. [66]. The authors derived from this experiment that the photoexcited carriers condensed in hole droplets. They also observed the existence of minimum metallic conductivity as predicted by the Mott–Anderson theory.

Although we expect that such spontaneous "condensation" of charge carriers is stabilized by the fluctuations of oxygen concentration, the results of our $\mu$SR experiments would be the same, if the phase separation were not static but had dynamics slower than the muon lifetime.

6. Magnetism of Re ions

All the magnetic phenomena discussed previously considered the spin moments carried by $d$-electrons of Cu atoms. In this section the discussion will concern the phenomena due to the spins of the rare-earth ions present in "123" materials. The magnetic interaction between large moments of the Re$^{3+}$ ions leads to a three dimensional magnetic ordering at very low temperatures.

The first $\mu$SR studies of such ordering were done for Gd ions [67]. In these experiments two GdBa$_2$Cu$_3$O$_{6+x}$ samples with slightly different oxygen concentrations were investigated. Their superconducting transition temperatures were 60 K and 90 K. Two frequencies of spontaneous oscillations were found in zero field $\mu$SR experiment below 2.3 K. Their temperature dependence is shown in Fig. 12. The dominant frequency in both samples was that with $\nu(T\rightarrow0) = 4.8$ MHz. A weak (with 2.5 times smaller amplitude) second frequency $\nu(T\rightarrow0) = 7.0$ MHz was observed in oxygen deficient sample ($T_c = 60$ K). In the fully oxygenated sample this frequency was hardly visible (had at least 5 times smaller amplitude). In the further experiments of Nishida et al. [68], and Dalmas de Réotier et al. [69] only the 4.8 MHz frequency was observed. It means that in fully oxygenated sample all the muons are stopped in the magnetically equivalent crystallographic sites (4.8 MHz). In oxygen deficient sample an additional muon site (7 MHz) starts to be populated.

The other [Re]Ba$_2$Cu$_3$O$_7$ systems intensively studied in $\mu$SR experiments are
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Fig. 12. Temperature dependence of the two $\mu$SR frequencies observed in GdBa$_2$Cu$_3$O$_{6+x}$. The circles are data from the 60 K sample and squares from the 90 K sample. Lines are guides for eye [67].

HoBa$_2$Cu$_3$O$_7$, see e.g. [70] and ErBa$_2$Cu$_3$O$_7$, see e.g. [71]. The magnetic ordering of the [Re] spins were found in these materials at the temperatures of 0.14 K and 0.6 K, respectively. The results of these $\mu$SR experiments point out that the magnetic phase diagram of this material is more complicated, with 2D and 3D ordering having different directions of [Re] spins.

7. Muon sites

The quantitative interpretation of $\mu$SR experiments in IITSC materials requires the identification of muon stopping sites. Like in the magnetic oxides, muons are expected to form here the muoxyl binding. So the muon site should be placed around 1 Å from the oxygen atom.

Searching for the possible muon stopping sites is based mainly on calculations of the dipolar fields. A piece of the input information for such a procedure is the magnetic structure in the ordered phase as determined e.g., from the neutron scattering experiments and the frequencies found in the $\mu$SR experiments.

Another information about the muon sites is given by the muon level-crossing experiments. In case of high-$T_c$ superconductors such experiments were performed on $^{17}$O enriched YBa$_2$Cu$_3$O$_7$ by Brewer et al. [72]. The experiment showed that the electric field gradient tensor at the oxygen closest to the muon is almost equal to that measured by NMR for the CuO$_2$ plane sites. However, as was discussed by Noakes [73], these results do not obviously mean that the muon is bound to the oxygen atom at the CuO$_2$ planes.

7.1. "214"

The Cu spins in the magnetically ordered phase of La$_{2-x}$Sr$_x$CuO$_4$ lay within the $ab$ plane, as shown in Fig. 13. All present calculations of the dipolar fields in La$_{2-x}$Sr$_x$CuO$_4$ crystals [30, 31] search for the muon sites responsible for $\mu$SR oscillations with the frequency of 5.7 MHz (the internal field of 42 mT). The
muon stopping sites responsible for the non-oscillating part (the Kubo–Toyabe relaxation) were not considered. The results of these calculations show that the muons responsible for the 5.7 MHz frequency are bound to the apical oxygen atoms as depicted in Fig. 13.

The crystal potential calculations by Saito et al. [74] suggest however that the most stable muon site is placed further from the apical oxygen (1.57 Å), in the middle plane between the two Cu2O planes. The authors point also to the strong supertransferred component of the magnetic field at that site.

7.2. "123"

The recently used name convention for muon stopping sites in the YBa2Cu3O6+x structure was introduced by Dawson et al. [75] with the crystal potential calculations.

As discussed in Sec. 4.2 two different sites were observed for YBa2Cu3O6 and YBa2Cu3O7 structures.

In the YBa2Cu3O6 structure the muon is bound to the apical oxygen O4 and placed about 1 Å from it. This site close to the Balmer 2 site (as proposed by Dawson et al.) is responsible for the 4.2 MHz oscillations when Cu spins order antiferromagnetically. In case of Gd-spin ordering in oxygen deficient GdBa2Cu3O6+x the muons at this site feel the field of 52 mT (7.0 MHz component).

In the YBa2Cu3O7 structure the additional oxygen atoms O1 form oxygen chains. The muons either bind directly to the chain oxygen (Lynn 12 site) or remain bound to the apical oxygen, but move towards the chain one (Balmer 1 site). Such a site is responsible for the 2.2 MHz oscillations observed in hydrogen loaded YBa2Cu3O7 (Cu-spin ordering), and 4.8 MHz frequency in GdBa2Cu3O7 (Gd-spin ordering). The positions of these sites are shown in Fig. 14.
8. Conclusions

The μSR experiments on high $T_c$ semiconductors have shown the power of the μSR method by detection of the magnetic ordering, even in the case when magnetic moments of ions involved in such ordering are very small (here in Cu case 0.5 $\mu_B$). μSR can very fast detect such order (by means of spontaneous oscillations in zero field). It provides also the information about ordering temperature and temperature dependence of the sublattice magnetization.

Because of its local character, μSR can detect even short range ordering with rather small coherence length.

Both above-mentioned cases (small magnetic moment, short coherence length) are difficult for neutron scattering experiments. Therefore especially in such cases μSR is competitive to the neutron scattering.

The neutron scattering experiments provide, however, more complete information on magnetic structure of the ordered state. When the quantitative interpretation of the μSR results in terms of magnetic structures requires the knowledge of the muon stopping site, what is usually not directly available.

Because of its charge muon is "much less neutral" probe in solids, comparing with neutron and often creates the phenomena specific to the muon interactions with solid, like the formation of muonium center or diffusion and trapping-detrapping processes. On the other hand the μSR studies of these processes provide information applicable also in studies of hydrogen in solids.

In conclusion we should say that μSR is a useful and powerful method in solid state physics, not competing but complementary to the neutron scattering.
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