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We present a general method for the calculation of the energy band structure for a one-dimensional Kronig–Penney potential in the presence of a strong laser field. Numerical illustrations show that the energy band structure is strongly modified by the intense radiation field. In particular, it is also shown that the laser field creates new laser-induced forbidden gaps, widths of which increase with increasing intensity of radiation.
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1. Introduction

In recent years we have seen the development of technological methods to produce systems of reduced dimensionality. These systems can be used to study qualitatively new effects, the range of which is amazing indeed, and which have a profound impact on both fundamental theory and device physics. An example of such systems is the superlattice, i.e., a sequence of alternating ultra-thin epitaxial layers, in which a one-dimensional potential is superimposed on the background crystal potential [1]. While the crystal potential has the same period as the lattice centers, the period of the superlattice potential is the same as the alternating layers. Moreover, solid-state chemists can prepare isolated very thin metallic wires with diameters of only 6 Å, i.e., of atomic dimensions; these systems are going to be investigated with the help of far-infrared electromagnetic radiation [2].

A central theme of solid state physics is the study of electronic properties of matter. These properties depend on chemical bondings that come from the attraction of electrons to the positively charged nuclei in the relevant configuration, and the Coulomb repulsion because electrons are charged. When chemical bondings dominate the electron properties are well modeled by the energy band structure theory. In this work we are interested in this case.

The detailed nature of the energy bands may be worked out, in principle, by solving the Schrödinger equation provided that the crystal potential is known. The simplest model for band structure calculations is the Kronig–Penney
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model. In this model, the periodic potential is approximated by the periodic square wells. This allows one to solve easily the Schrödinger equation, and to show that the discrete atomic energy levels broaden into bands in solids [3]. In particular, the Kronig–Penney models have been applied to calculate the bands in a superlattice, and had considerable success in describing the optical properties of GaAs/Ga$_{1-x}$Al$_x$As superlattices [4]. These models have many advantages, for instance, they are relatively simple and easy to implement.

On the other hand, a new field of fundamental interest is opened by the observation of laser-induced variations of semiconductor properties [5]. Moreover, the appearance of lasers capable of generating high-power far-infrared coherent radiation has revealed new aspects of the multiphoton interaction of electromagnetic radiation with solids, where strong modifications of quantum processes by an intense far-infrared laser field can been expected [6]. These modifications are due to the fact that the effective coupling of radiation to matter can qualitatively be characterized by a dimensionless parameter $\eta = (I/I_0)(\omega/\omega_0)^{-3}$, where the intensity $I$ and the laser photon energy $\omega$ are in units of W cm$^{-2}$ and eV, respectively, $I_0 = 3.5 \times 10^{16}$ W cm$^{-2}$ and $\omega_0 = 27.2$ eV [7]. This means that the softer laser photons, the smaller intensities of radiation are necessary in order to observe non-perturbative effects that appear for $\eta$ of the order of 1.

The laser-induced reconstruction of band structure in semiconductors has been a subject of long-standing efforts, beginning, as far as we know, with the seminal work by Yelesin [8] (see, also [9]). The condensation of excitons in the presence of a strong coherent electromagnetic field has been studied in [10], where it has been shown that the density of excitons non-monotonically depends on both the intensity and the frequency of electromagnetic radiation, leading to hysteresis in both these parameters. This means that the interaction of a strong laser field with semiconductors leads to the optical bistability, which has been intensively studied during last years both experimentally [11] and theoretically [11, 12]. Other aspects of the interaction of laser beams with semiconductor superlattices and quantum wells are considered for instance in [13] and references therein.

This paper is organized as follows. In Sec. 2 we set up a general mathematical scheme for the modeling of strong electromagnetic field effects on semiconductors, in particular for semiconductor superlattices. It should be noted, however, that most of the current experimental results, including those quoted before, do not refer to the superlattice case, but rather to bulk semiconductor of multiple quantum well systems. The long-range periodicity of the superlattice is therefore not essential. Nevertheless, we further apply this scheme to the calculation of band structure in Sec. 3. Other possible applications of the method presented in this paper are under considerations now. In our investigations the semiconductor superlattice is modeled by a one-dimensional Kronig–Penney potential. This means that only valence band is considered. On the other hand, it is known that the most interesting optical transitions connect valence and conduction bands. The approach presented in this paper can be generalized in order to encompass also these intraband transitions. However, for the sake of clarity such complications are not considered. The last section contains some closing remarks and prospects for further investigations.
2. The method

The aim of this section is to develop the method which allows one to determine band structure for an arbitrary potential, which is constant in finite intervals. Such a potential can be described by two sets of real numbers: \( \{x_i\}_{i=0,1,...,K-1} \) and \( \{V_i\}_{i=0,1,...,K} \); \( V_i \) is the value of the potential in the interval \([x_{i-1}, x_i]\). It is well known from textbooks how to treat the radiationless problem for such potentials. Namely, one divides the space into \( K \) non-overlapping domains and for each of these domains one writes down the most general form of the wave function, the explicit form of which is determined from the matching conditions (i.e., from the continuity of the wave function and of its space derivative) and from Bloch’s periodicity condition. It appears that a similar method can be applied to the analysis of band structure in the presence of electromagnetic plane waves. However, in order to do this we must know the most general solution of the time-dependent Schrödinger equation (the units in which \( \hbar = c = 1 \) are used here)

\[
\begin{align*}
\imath \partial_t \psi &= \left[ -\frac{1}{2m} \frac{\partial^2}{\partial x^2} + \frac{ie}{m} A(t) \frac{\partial}{\partial x} + V(x) \right] \psi \\
\end{align*}
\]

in domains of constant \( V(x) \). In this equation the vector potential \( A(t) \) describes an electromagnetic plane wave in the dipole approximation

\[
A(t) = A \cos(\omega t)
\]

and \( V(x) \) is a static potential which is aimed to model the crystal lattice. Note that we have neglected the \( A^2(t) \)-term which can be eliminated by the space-independent unitary transformation, hence, it does not change the band structure. Moreover, we assume for simplicity that effective masses are the same for all intervals \([x_{i-1}, x_i]\).

We shall now construct a general solution of (1). By virtue of the fact that the Hamiltonian in (1) is periodic in time, the most general solution of the Schrödinger equation (1) can be build up of the Floquet-type wave functions [14],

\[
\psi(x, t) = e^{-\imath E t} \Phi(x, t)
\]

where \( E \) is the quasi-energy and the function \( \Phi \) is periodic in time, i.e.,

\[
\Phi(x, t) = \Phi(x, t + 2\pi/\omega).
\]

Let us note, in passing, that due to the periodicity of \( \Phi \) the quasi-energy \( E \) is not defined uniquely. Indeed, the transformation (for integer \( n \))

\[
E \rightarrow E + n\omega,
\]

\[
\Phi(x, t) \rightarrow e^{\imath n\omega t} \Phi(x, t)
\]

leaves the Floquet state (3) invariant. Hence, the quasi-energy \( E \) is defined modulo \( \omega \), or in other words, the quasi-energy spectrum can be divided into an enumerable number of Brillouin zones of widths being equal to \( \omega \).

The time-periodic function \( \Phi \) fulfills the partial differential equation which we write as,

\[
\begin{align*}
\left[ E + \imath \frac{1}{2m} \frac{\partial^2}{\partial x^2} - \frac{ie}{m} A(t) \frac{\partial}{\partial x} - V(x) \right] \Phi &= 0.
\end{align*}
\]
Applying now the unitary transformation
\[ \Phi(x, t) = \exp \left[ -\alpha_0 \sin(\omega t) \frac{\partial}{\partial x} \right] \tilde{\Phi}(x, t) = \tilde{\Phi}[x - \alpha_0 \sin(\omega t), t], \]  
we find that \( \tilde{\Phi} \) fulfills the following equation:
\[ \left\{ E + i\partial_t + \frac{1}{2m} \frac{\partial^2}{\partial x^2} - V[x + \alpha_0 \sin(\omega t)] \right\} \tilde{\Phi} = 0, \]  
where \( \alpha_0 = -eA/m\omega \). This equation characterizes in fact the dynamics in a moving frame of reference which follows the quiver motion of the classical electron, and in which the crystal lattice oscillates.

A general solution of this equation for a constant in the whole space potential, \( V(x) = V_i \), can easily be constructed. Accounting for the periodicity condition (4), such a solution adopts the form (\( Z \) means the set of integers),
\[ \tilde{\Phi}(x, t) = \sum_{n \in \mathbb{Z}} e^{-i\omega t} (e^{ip_{in} x} C_{in}^+ + e^{-ip_{in} x} C_{in}^-), \]  
where
\[ p_{in} = [2m(E - V_i + n\omega)]^{1/2} \]  
with arbitrary complex constants \( C_{in}^+ \) and \( C_{in}^- \). Going back to the wave function \( \psi \), we arrive at the following form of a general solution of (1), which satisfies the periodicity condition (4):
\[ \psi(x, t) = e^{-iEt} \sum_{n, N \in \mathbb{Z}} e^{-iN\omega t} [J_{-(N-n)}(\alpha_0 p_{in})e^{ip_{in} x} C_{in}^+ + J_{N-n}(\alpha_0 p_{in})e^{-ip_{in} x} C_{in}^-], \]
\[ x_{i-1} < x < x_i, \]  
where we have used the well-known form of the generating function of the Bessel functions \( J_k(z) \). This is the most general solution of the Schrödinger equation (1), which satisfies the Floquet conditions (3) and (4). It is easily seen that for the radiationless problem, when \( \alpha_0 = 0 \) and \( N = 0 \), this solution reduces to the superposition of two counterpropagating plane waves of energy \( E \), as it should be. However, for a non-vanishing laser field the structure of this solution is much more complicated, because instead of two arbitrary constants it contains now an infinite number of them, what makes computations much more difficult. Moreover, this solution contains the so-called closed channels, for which the momenta \( p_{in} \) defined by (11) become complex numbers. It is well known from the scattering theory [15] that such closed channels — although not "visible" — play a very important role in quantum mechanics; for instance one cannot satisfy the probability conservation law without taking them into account. Of course, in numerical calculations the infinite sums over \( n \) and \( N \) have to be truncated. This problem is going to be discussed shortly.

The matching conditions for \( x = x_{i-1} \) can be written down in the matrix form
\[ N(i - 1, x_{i-1})C_{i-1} = N(i, x_{i-1})C_i, \]  
in which
\[ N(i, x) = \begin{pmatrix} N^+(i, x) & N^-(i, x) \\ N'^+(i, x) & N'^-(i, x) \end{pmatrix}, \quad C_i = \begin{pmatrix} C_i^+ \\ C_i^- \end{pmatrix}. \]
and
\[ C_i^{\pm}(n) = C_{in}^{\pm}, \]
\[ [N^{\pm}(i, x)]_{N,n} = J_{\pm(n-N)}(\alpha_0 p_{in})e^{\pm ip_{in}x}, \]
\[ [N^{\pm}(i, x)]_{N,n} = \pm ip_{in} J_{\pm(n-N)}(\alpha_0 p_{in})e^{\pm ip_{in}x}. \]

Hence, we arrive at the following chain of equations for the columns \( C_i \):
\[ C_i = N_i C_{i-1}, \tag{15} \]
where
\[ N_i = [N(i, x_{i-1})]^{-1} N(i-1, x_{i-1}). \tag{16} \]

This chain of equations allows one to connect the solution for \( x_{i-1} < x < x_i \) to the solution for \( x_{j-1} < x < x_j \),
\[ C_j = N_j N_{j-1} \ldots N_{i+1}C_i = T_{ji} C_i, \tag{17} \]
where the matrix \( T_{ji} \) is called the \textit{transfer} matrix.

Let us assume now that \( V(x) \) is a periodic function of \( x \) with the period equal to \( l \). This means that there exists such an index \( P \) that \( V_i = V_{i+P} = V_{i+2P} = \ldots \), and \( x_{i+P} = x_i + l \). Hence, we know from the Bloch theorem that for a given time \( t \) a general solution of (1) can be built up of the Bloch-type wave functions of the form [16]
\[ \psi(x, t) = e^{iqx} u_q(x, t), \tag{18} \]
where \( q \) is the quasi-momentum and \( u_q(x+l, t) = u_q(x, t) \). Similarly to the case of quasi-energies, the quasi-momentum is defined modulo \( 2\pi/l \); in our further considerations we assume that \( q \in [-\pi/l, \pi/l] \). The Bloch theorem and equations (17) and (12) lead us to the following “self-consistent” eigenvalue equation:
\[ \mathcal{F}_{i,P} C_i = e^{iql} C_i, \tag{19} \]
in which the “Bloch–Floquet” matrix is defined as
\[ \mathcal{F}_{i,P} = \mathcal{P}_i T_{i+P,i}, \tag{20} \]
where
\[ \mathcal{P}_i = \begin{pmatrix} P^+_i & 0 \\ 0 & P^-_i \end{pmatrix} \tag{21} \]
and \((P^\pm_i)_{N_n} = \delta_{N_n} \exp(\pm ip_{in}l)\). This is the eigenvalue equation which determines the dispersion relation \( E = E(q) \) and the coefficients \( C_i \) necessary for the construction of the explicit form of the wave functions (12).

The eigenvalue equation (19) consists of an infinite system of linear algebraic equations. In practical calculations such a system has to be truncated. This means that the indices \( N \) and \( n \) in (12) run over a finite subset of integers \( Z \). Of course, such a truncation also reduces the number of eigenvalues and modifies their numerical values. Therefore, in our further numerical analysis we carry out the calculation for two subsets of integers, \( Z_0 \) and \( Z_1 \), such that \( Z_0 \subset Z_1 \), and choose for a given quasi-energy \( E \) such eigenvalues of quasi-momentum \( q \) that within a prescribed error (in this paper \( 10^{-3} \)) do not change their numerical values. We take for \( Z_0 \) and \( Z_1 \) a subset of integers changing from \(-n_{\text{min}}\) to \( n_{\text{max}}\). The positive numbers \( n_{\text{min}} \) and \( n_{\text{max}} \) are chosen in such a manner that physical quantities under considerations become stable with respect to small changes of them.
3. Numerical illustrations

The results of our numerical analysis are presented in the attached figures. In this analysis the Kronig–Penney potential is defined as

\[
V(x) = \begin{cases} 
V_0, & -a/2 < x < a/2 \\
0, & a/2 < x < b + a/2 
\end{cases}
\] (22)

with \(a + b = l\). The numerical values of parameters are: \(a = 1\), \(b = 10\) and \(V_0 = 1\). The absolute values of these parameters are not important because the results are invariant with respect to the following scaling relations:

\[(a, b, \omega, A, V_0, E, q) \rightarrow (\lambda a, \lambda b, \lambda^{-2} \omega, \lambda^{-1} A, \lambda^{-2} V_0, \lambda^{-2} E, \lambda^{-1} q).\] (23)

This means that this potential describes for instance the superlattice with \(a = 8.3\,\text{Å}, b = 83\,\text{Å}\) and \(V_0 = 0.1\,\text{eV}\). Moreover, the laser field is characterized by its frequency \(\omega = 0.3\) and by the dimensionless parameter \(\lambda_{sc} = A\omega^{-1/2}\), which determines the intensity of the laser field. For instance, for \(\lambda_{sc} = 1\) and \(\omega = 0.03\,\text{eV}\) the intensity \(I\) is equal to \(4.7 \times 10^7\,\text{Wcm}^{-2}\).

It is seen from Fig. 1 that for the zero intensity of the laser field we reproduce the radiationless energy band structure projected on the one Brillouin zone; we have already mentioned in the previous section that the quasi-energy is defined modulo \(\omega\). In particular, we observe many crossings of \((E, q)\)-curves. With increasing intensity (Figs. 2 and 3) some of these crossings transform themselves into avoided crossings, the widths of which increase with the intensity. Hence, the dispersion relation \(E = E(q)\) is not further described by a monotonous function.
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of \( q \), but exhibits many extremes. This is in contrast to the radiationless problem where it is well known that in the one-dimensional case the minima or maxima of \( E(q) \) may occur only at \( q = 0 \) or \( q = \pm \pi/l \) (see, e.g., the footnote on page 79 in [17]). The avoided crossings in the band structure may cause strong modifications of optical properties of the electron gas in the presence of strong laser fields, because they lead to the resonant transitions between bands. Let us emphasize, however, that this problem is beyond the scope of this paper, the main purpose of which was to present a general method for the calculation of the band structure and the corresponding Bloch wave functions by solving the eigenvalue equation (19). In order to calculate other properties of semiconductor superlattices, modeled by the Kronig-Penney potential or its generalizations, one has to carry out far-reaching and time-consuming numerical investigations, which are under considerations now. Moreover, it is clearly seen that at the avoided crossings we observe the appearance of new laser-induced forbidden gaps, the widths of which depend on the intensity of the laser field. A similar effect also appears for the one-dimensional chain of atoms, in which the position of each atom is slightly distorted in such a way that the translational symmetry of the chain is reduced. Such a distortion is responsible for the appearance of forbidden gaps, which are often called the Peierls gaps [17] (see [18] for more details). We see that not only the distorted periodicity in space but also the extra periodicity in time, which is induced by coherent radiation, can create new forbidden gaps. It seems, therefore, natural to call them the optical Peierls gaps.

It may not be clear what the dotted lines on these figures mean. In order to explain this let us remind that in our method quasi-momenta \( q \) are calculated

Fig. 2. The energy band structure for the Kronig-Penney potential (22) and for energy changing from 2 to 2.3, in the presence of the laser field characterized by its frequency \( \omega = 0.3 \) and by the dimensionless parameter \( \lambda_{sc} = A\omega^{-1/2} = 0.2 \). The integers \( N \) and \( n \) change both from -12 to 12 in the first run, and from -17 to 17 in the second run. For a given quasi-energy \( E = 2 + 0.0003 \times k, 0 \leq k < 1000 \), we choose such quasi-momenta \( q \), which are stable with the error smaller than \( 10^{-3} \).

Fig. 3. The same as in Fig. 2, but for \( \lambda_{sc} = 0.5 \). The integers \( N \) and \( n \) change from -15 to 15, and from -20 to 20.
from the eigenvalue equation (19) for a discrete set of quasi-energies $E$. This means that one can plot the continuous curves $E(q)$ provided that such a discretization is sufficiently dense and that the slope of $E(q)$ is not close to zero (otherwise a small change of $E$ creates a significant change of $q$). This is why the continuous curves at their extremes become dotted ones, as it is clearly seen for the lowest band near the well bottom, for which the dependence of $E$ on $q$ is rather marginal.

As it is especially seen from Fig. 3, there appear "unfinished" lines for sufficiently strong laser fields. This is a shortcoming of our stabilization method which consists in looking for such eigenvalues of (19) that are stable within a prescribed error with respect to the change of lower and upper limits of $n$ and $N$, as is described at the end of the previous section. These "unfinished" lines can easily be eliminated from figures. We have not done this in order to show that in these figures there exist "hidden" bands that are not explicitly present, because the truncation of the eigenvalue equation (19) has been too "drastic" for them, i.e., one should significantly increase the lower and upper limits of $N$ and $n$ in (12) in order to obtain full curves for these bands; for this, however, one needs much more computer time. On the other hand the information contained in these figures is not complete without knowing for instance the transition matrix elements, because it may appear that only few curves in these figures are relevant, and presumably all the "unfinished" lines are irrelevant. This problem is going to be addressed elsewhere.

Let us also make the following remarks closing this section. Figure 1 represents the energy band structure of the Kronig—Penney model in the absence of electromagnetic wave. This interpretation may appear to be unclear, because one can ask oneself: What is the relationship between the quasi-momentum $q$ and the actual energy $E$ of a particle? If truly the bands are defined modulo $\omega$, how is this picture rationalized with experimental evidence of clear interband optical transitions? As it has been explained previously the band structure is calculated by solving the eigenvalue equation (19), i.e., for a given energy $E$ we determine the "Bloch—Floquet" matrix $F_{i,P}$, find the eigenvalues of this matrix and pick up the real values of quasi-momenta $q$. In this calculation we have two free integer parameters $n_{\text{min}}$ and $n_{\text{max}}$ ($n_{\text{min}}, n_{\text{max}} \geq 0$). This means that infinite columns $C_i^\pm(k)$, $k = -\infty, \ldots, +\infty$, in Eqs. (14) and (19) are truncated to the finite ones with $k = -n_{\text{min}}, \ldots, n_{\text{max}}$. Thus, by looking at (12), we see that the quasi-energy (which is defined modulo $\omega$) changes from $E - n_{\text{min}}\omega$ to $E + n_{\text{max}}\omega$. Since the energy of electrons moving in the periodic potential (22) cannot be smaller than zero, therefore, quasi-momenta $q$, determined by the truncated eigenvalue equation (19), correspond to electron energies changing from $\max(0, E - n_{\text{min}}\omega)$ to $E + n_{\text{max}}\omega$. This explains why Fig. 1 describes the band structure for energies from 0 to 5.3 projected on the interval [2, 2.3]. How can we get from Fig. 1 the usual radiationless band structure? In order to do this we have also to know the truncated eigenvectors $C_i$. In the absence of electromagnetic field these eigenvectors have a very simple form; namely, except for one element, all elements of $C_i$ are equal to zero. This means that if $C_i^+(n_0) \neq 0$ (or $C_i^-(n_0) \neq 0$) then the quasi-momentum $|q|$ (or $-|q|$) corresponds to the energy $E + n_0\omega$, as it follows from the expression for the wave function (12). Hence, calculating the eigenvectors $C_i$ one can "un-
fold" Fig. 1 and obtain the usual band structure. Such a procedure is still possible for weak electromagnetic fields. In this case there are many non-zero elements of eigenvectors $C_i$. However, there is only one non-vanishing element of $C_i$, the absolute value of which dominates, what again allows one to apply the method described before. Thus, as far as the radiation field is sufficiently weak, there is no contradiction between the physical pictures provided by both the standard perturbation theory with respect to the external radiation field and our method. Discrepancies between these two approaches start for strong electromagnetic field, i.e., when eigenvectors $C_i$ have many non-vanishing elements, and absolute values of at least two of them are comparable (this could be in fact the "operational" definition of a strong non-perturbative radiation field). For such fields the standard perturbation theory breaks down and the physical picture based on the sequential absorption or emission of single photons cannot longer be applied.

4. Conclusions and prospects

The use of a simple Kronig–Penney model, while not very quantitative, may be useful in giving qualitative physical insight into the effects of electromagnetic fields on the properties of semiconductors. The limitation to the qualitative aspects of the interaction of matter with strong external fields cannot be considered as a shortcoming of the method presented in this paper. This is due to the fact that in most cases the quantitative understanding of the interaction of strong external fields (that nowadays can be generated in laboratories) with matter is not possible. For example, a numerical computation of the spectrum and of different types of cross sections for such a simple system as the hydrogen atom in the presence of strong laser fields has not yet been attained. The aim of most of such studies is to understand rather qualitatively (and, if possible, also quantitatively) the enormous variety of phenomena that results from the interaction of electrons with both internal and external fields.

It is hoped that the method presented in this paper, together with its generalizations that also include the conduction bands, can be applied to investigations of such phenomena as the blue shift of the fundamental absorption edge and its dependence on intensity and detuning. Moreover, it would be interesting to know how intense radiation field modifies some exotic phenomena that appear in elementary quantum models with position-dependent mass [19].
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