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Factors determining the Auger signal intensity are discussed. It is indi-
cated that using standards is the only reasonable way for quantitative Auger
analysis (QAA). Approaches to QAA without and with matrix corrections
are presented. It is shown that the matrix correction connected with atomic
concentrations of pure standards is the most important and that the other
matrix corrections (e.g. those connected with the attenuation length and
backscattering factor) do not improve appreciably the QAA exactness in
many examples taken from tle literature. The exampłes indicate that in the
case of metallic alloys the properly performed QAA gives the relative atomic
concentrations with the error not exceeding few percent.
PACS numbers: 79.20.Fv, 68.35.Dν

1. Introduction

Auger electron spectroscopy (AES) is now widely used for quantitative anal-
ysis of the composition of the surface layer in fundamental researches and in tech-
nology as well. Such an application of AES we call quantitative Auger analysis
(QAA). In spite of the fact that QAA has been developed for about twenty years
the exactness of this method is still unsatisfactory because of the complexity of
the Auger emission process and the dependence of the factors determining the
Auger signal on the properties of the sample investigated. On the other hand,
QAA remains the simplest and most inexpensive method giving information on
the composition of the first few atomic layers of solid samples.

Numerous more or less sophisticated approaches to QAA have been proposed
in the literature. The most important of these are briefly presented and discussed
below. We show the faction limiting the QAA accuracy and propose a satisfactory
compromise between accuracy and complexity of the QAA formalism. We confine
our consideration to the very simple case of homogeneous sample with a surface
flat on the atomic scale.
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2. Factors determining the Auger signal intensity

Let us consider a homogeneous solid sample with the surface flat on the
atomic scale (Fig. 1) and choose a layer dz at a depth z in this sample. The depth

z is considered to be small in comparison with the inelastic mean free path of
primary electrons, so the intensity of the primary electron beam in this layer is
the same as at the sample surface.

The level W of the atoms in the layer dz is ionized by the primary electrons
and by the backscattered electrons as well; these ionizations are characterized by
a cross-section σw(Ε) where Ε is the electron energy. The number of atoms in a
unit area of the layer dz ionized per unit time is given by the relation

where n is the concentration of atoms of the element under consideration, N 0 is
the number of primary electrons striking the unit area of the sample per unit time
(J0 is the corresponding current density), N(E, θ) is the distribution of electrons
backscattered in the deeper layers of the sample and moving to the surface,  Ε  is
the primary electron energy, Ew s the ionization energy of the level W, and R is
the backscattering factor. The other symbols are explained in Fig. 1.

An atom with an ionized W level can relax via the WXY Auger transition
with the probability γWΧΥ . Thus, the number of Auger electrons appearing in the
unit of area of the layer dz per unit time is given by the relation

Assuming isotropic emission of Auger electrons from these atoms and de-
scribing the inelastic scattering of those electrons with the use of the inelastic
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mean free path λ, one obtains the following relation for the number of Auger elec-
trons originating in the layer dz and emitted from the sample into the solid angle
dΩ defined in Fig. 1:

The total number of Auger electrons emitted from a unit area of the sample
per unit time and detected by the energy analyzer is:

where Τ is the analyzer transmision.
After performing the integration over the depth z we have

where JA is the current density of Auger electrons emitted from the sample and
detected by the analyzer.

3. Approaches to quantitative Auger analysis

In principle, it should be possible to calculate the atomic concentration n
with the use of the relation (5) provided the other values involved in this relation
are known from the measurement or from theoretical calculations. However, such
a method is not used in QAA for two main reasons:

1. The absolute measurement of the Auger current JA is very difficult because
the signal appears on a large background of secondary electrons, inelastically scat-
tered primary electrons and inelastically scattered Auger electrons emitted from
the deeper layers of the sample (Fig. 2). There has been a large effort in recent
papers (for a short review see [1]) to develop effective methods for extracting the
Auger current from the above-mentioned background but the possible error in
these approaches is still large. Thus, the energy distribution N(E) of electrons
emitted from the sample bombarded with primary electrons is differentiated as a
ule and the height h of the socalled Auger peak appearing in the dN/dE curve
is taken as the Auger signal (Fig. 2). This height is assumed to be proportional to
the Auger current but the coefficient connecting these two values can be calculated
only if the energy distribution of Auger electrons and the shape of the background
are known, which is often not the case.

2. Values of σw(Εp ), R(Ew, Ep ), γWXY and λ(ΕΑ) in relation (5) should
be calculated or measured. For σ the formula proposed by Gryziński [2] can be
used

where nw is the number of electrons occupying the W level in the atom, H =
Ε /Ew and σ0 = 6.56 x 10 -14 if σw is given in cm2 .

The total probability of all possible Auger transitions Σ γWXiYi is close to
1 for low atomic numbers Z. For higher atomic numbers the formula proposed by
Burhop [3] can be used
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where α = 1.12 x 10 6 and 6.4 x 10 7 for K and L shells, respectively, while for the
M shell Goldstein and Yakowitz [4] recommend α = 5.9 x 108.

Particular probabilities γXWiYi should be measured or calculated starting
from the probabilities of particular transitions in the excited atom with the possible
Coster—Kronig transitions taken into account.

The errors in the determination of σ and γ are rather appreciable. On the
other hand, both of these values seem to be characteristic of a given element and
transition, and to be independent of the type of atoms surrounding the emitting
atom. This circumstance gives the possibility of avoiding the determination of σ

• and γ through the use of Auger spectra of proper standards (pure elements present
in the sample or alloy samples with successively changing composition).

Instead of the absolute JA values Auger peak heights are usually measured.
In such a case the relation (5) for the sample 1l7 and for the standard st can be
presented in the form

where hi is the Auger peak height for the i-th element and

The absolute atomic concentration niM and relative atomic concentration
CiM can be obtained from relations (8) and (9)
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where n is the total atomic concentration of the sample investigated and F(i, M)
is the socalled matrix correction factor for the i-th component of the sample  M;

In the roughest QAA approach, the relations (10) and (11) are simplified to
the form

but in such a case the error of the QAA (quantitative Auger analysis without
matrix corrections) can exceed twenty or thirty percent.

To improve the accuracy, the matrix corrections omitted in Eqs. (12) and
(13) should be taken into account. Let us rewrite the relation (11) in the form

where F(j, i, M) is called a relative matrix correction factor for the j-th and i-th
components of the sample M.

R and λ can be calculated with the use of formulae proposed by different
authors and collected, fοr example, in [5] but RM and λM can be calculated only
when the sample composition is known. Thus, the approximate composition is first
determined without matrix corrections (Eq. (13)) and RM and λM are calculated
for this approximate composition and introduced to the formula (15). Further
iterations in such a procedure are possible, of course.

In order to avoid calculations of matrix corrections, Holloway [6] proposed
preparation of alloy samples with successively changing composition. The Auger
spectum of the unknown sample should be compared with the spectra of those
samples. This method is rather troublesome so it is not widely used.

4. Comparison of different matrix correction methods

The role of matrix corrections and the accuracy of particular formulae for
R and λ can be evaluated from Auger analyses of alloy samples with a known
composition. However, the problem there is a proper preparation of such sample
surfaces in situ in the Auger spectrometer. Τhe widely used ion sputtering is not
recommended here because it is known to be preferential and the sample sur-
face composition can be changed appreciably in an undetermined manner during
the sputtering. Τhe mechanical scraping or fracturing in situ seems to be better.
Scraping or fracturing can introduce a lot of various stuctural defects to the sur-
face layer changing the atomic concentration in this layer. However, the change
of atomic concentration mentioned above should be the same for all components.
Thus, QAA should not be influenced by this change. On the other hand, atomic
concentration in the standard surface layer has to be the same as in this standard
bulk. Thus, the ion sputtering followed by a careful annealing of the sample is
preferable for the standard surface preparation.
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Results of papers concerning the QAA analysis of metallic alloys with the
known composition are collected in Table. It should be pointed out that in these
papers, excluding the paper [9], the role of the matrix corrections for ni , Ri and  λi
is discussed jointly and only the matrix correction factor F(ni, Ri , n) is calculated.
On the other hand, in [7] we proposed the following modification of the formula
(14):

where
which only R and λ are involved.

The formal basis for such a modification can be found in the fact that nist is
not connected with the matrix Μ but only with a pure standard. Besides, for many
examples taken from the literature we have estimated that in the relation (14) the
atomic concentrations play the most important role in the value of F(j, i, M).
Thus, the relation (15) can be simplified to the form

which should be much more exact than the relation (13) and is much simpler to
use than the relation (14).
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a) — λ after [13], R after [14]
b) — λ after [13], R after [15]
c) — λ alter [16], R after [15]
d) — λ after [17], R after [15]
e) — λ after [19], R after [18],. Au 239 eV, Cu 920 eV
f) — λ after [16], R after [18], Au 239 eV, Cu 920 eV
g) — λ after [19], R after [18], Au 2024 eV, Cu 920 eV
h) — λ after [16], R after [18], Au 2024 eV, Cu 920 eV
Δun — absolute value of the difference between the bulk composition and the composi-
tion determined without matrix correction.
Δf — absolute value of the difference between the bulk composition and the best result
obtained with the full matrix correction.

— absolute value of the difference between the bulk composition and the composition
determined with the "in" correction.

It should be pointed out that the same approximation was used by Fujinaga
[8] in Auger analysis of the Cu—Pd surface alloy but without the justification
presented above.

The approximations based on formulae (15) and (16) will be called the full
correction and "n" correction, respectively.

In Table there is a column in which the alloys composition is calculated by us
according to the formula (16) with the use of data available in the corresponding
papers. In other columns atomic concentrations calculated with the full matrix
correction are presented. One or two ways for calculation of the matrix correction
factor were chosen for each paper presented in Table (see explanation for symbols
a), b), ...h) used in this Table). The criterion for this choise was as follows, the
atomic concentration calculated with the, full correction was the closest to the
volume atomic concentration. For the papers [5] and [10] necessary R and λ values
were taken from graphs presented in [5]. In order to compare the accuracy of
particular corrections .6un, Δf and Δ n (absolute values of the difference between
the bulk composition and the composition obtained without correction, with the
best full correction and with the "n" correction, respectively) are presented in
Table. Averaged values of these Δ-s are: 3,,n = 4.61 %,Δf = 1.77 % ,Δ n = 2.04
%, where data for the Cr-Au alloy sputtered with argon ions taken from the
paper [6] were omitted because this bombardment probably changed the surface
composition. On the other hand, the results for Au-Cu alloys sputtered with argon
ions presented in [5] were included to averaging because it is known that this alloy
surface composition is not significantly changed during the ion bombardment.
Results obtained by Doliński [9] for ternary alloys of the noble metals are also
presented in Table. _

It is seen from Table and from the comparison of Δn ,

Δ

f and

Δ

n that
the main improvement of QAA results is obtained already in the "n" correction.
Corrections for R and λ seem to be significantly less important. Namely, 3u n -
Δf = 2.84 %, Δun - Δn = 2.57 %, (

Δ

n — Δf)/(Δun —

Δ

f) 0.1.
Besides, different formulae for R and λ lead to the best results in the full

correction in particular papers presented in Table and the formula for λ proposed
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by Seah and Dench [20] is not used here because it does not give the best results.
On the other hand, Zagorenko and Zaporozchenko [21] have calculated matrix
correction factors for 1953 binary systems using different formulae for R and λ.
The average value of those faction was the closest to the unity for λ calculated
from Seah and Dench formula. This suggests that this formula should be the best.
The reason for this discrepancy is not clear.

The results presented in Table indicate that scraping is a good method for
preparation of the clean surface without changes in its composition. In some cases
the surface segregation can lead to such changes even at low temperatures but
the close agreement between the bulk composition and the QAA results indicates
that the surface segregation is not important in the case of surfaces investigated
in papers presented in Table.

5. Conclusions

It is seen from Table that the results obtained with the formula (16) are
comparable with the best results obtained from the formula (14) for the samples
prepared by scraping. The only exception here is the alloy Al-Ni [12]. This suggests
that in QAA with the use of standards it is permissible to omit the corrections for
R and λ because other sources of error seem to limit the accuracy of the analysis.
Thus, an effort in QAA should be directed to improvement of the Auger signal
measurement, the sample surface preparation and elimination of crystalline effects.

At present, it is possible to determine the composition of many metallic alloys
with an error not exceeding a few percent. This capability seems to be sufficient
for numerous fundamental and technological applications.
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