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Low-Gain Avalanche Detectors are pivotal for the advancement of future nuclear, particle, and astropar-
ticle experiments due to their exceptional fast timing capabilities and radiation hardness. Studying the
performance of these detectors under adverse radiation environments is of signi�cant importance, both
from the fabrication and modelling point of view. This research aims to develop a reliable neutron-
induced radiation damage model speci�cally for Low-Gain Avalanche Detectors using the technology
computer-aided design simulator, Silvaco. The capabilities of the neutron damage model in Silvaco,
originally developed by our group for pad detectors, are enhanced further by incorporating the acceptor
removal mechanism, thus making it applicable to both thin and thick Low-Gain Avalanche Detectors.
Validating this model is essential to ensure the reliability and performance of Low-Gain Avalanche
Detectors in high-radiation environments, thereby supporting their integration into next-generation
collider experiments.

topics: solid state detectors, silicon detectors, Low-Gain Avalanche Detectors (LGADs), radiation hard-
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1. Introduction

The High-Luminosity phase of the Large Hadron
Collider (HL-LHC) will start in 2029, operating
at (5�7.5) × 1034 cm−2 s−1 luminosities, increas-
ing average hard proton�proton interactions to
140�200, and at higher radiation levels for ATLAS
(A Toroidal LHC ApparatuS) and CMS (Compact
Muon Solenoid) detectors [1, 2]. Current detectors,
designed for lower radiation, will struggle to accu-
rately assign reconstructed tracks to their primary
interaction vertices, which necessitates precise tim-
ing information for individual tracks. To meet the
stringent requirements of HL-LHC experiments, it
is crucial to upgrade to more e�cient and radiation-
hard silicon detectors [3, 4].
Traditional silicon sensors, while having high spa-

tial granularity, struggle with accurate particle ar-
rival timing, typically achieving timing resolution
of the order of 200 ps [5]. Thinner sensors o�er bet-
ter radiation hardness and lower power consump-
tion but su�er from signal reduction and relatively
larger noise, thus lowering the signal-to-noise ratio
(SNR). High �uences further reduce SNR, limiting
the sensors' e�ectiveness in the HL-LHC phase.

A relatively novel con�guration of silicon detec-
tors, Low-Gain Avalanche Detectors (LGADs), are
promising for high-radiation environments. LGADs
are p-bulk-based n+�p diodes with a p-type gain
layer beneath the n+ implant. Under reverse bias,
they create a high electric �eld region (p-well) for
avalanche multiplication, enhancing SNR even un-
der high irradiation [5�8]. Thin sensors (∼ 50 µm)
with internal gain (∼ 20) o�er about 10 ps time
resolution [5]. LGADs, with fast response and high
SNR, are already used in the Phase-2 upgrade
of the ATLAS's High-Granularity Timing Detec-
tor (HGTD) and CMS's Minimum Ionizing Particle
(MIP) Timing Detector (MTD) [9�12].
TCAD (technology computer-aided design) sim-

ulations are vital for developing radiation�resistant
structures. The University of Delhi (DU) team de-
veloped radiation damage models for proton [13]
as well as neutron [14] irradiations using Silvaco
TCAD [15]. Both of these models consist of two
bulk traps � an acceptor and a donor � to an-
alyze full depletion voltage (VFD), leakage current
(ILEAK), and charge collection e�ciency (CCE). In
addition, modelling is also done for surface charge
density (QF ) and interface traps (Nit) to take care
of the ionizing nature of proton irradiation. The
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TABLE I

Values of di�erent design parameters of LGAD, neu-
tron radiation environment, and operating tempera-
ture used in simulations.

LGAD design parameter Value

Thickness 300 µm

Active thickness 246 µm

Width 80 µm

p-bulk doping density,

Nb (1× 1012 cm−3)
1.33

p-well peak concentration,

Np (1× 1016 cm−3)
7.68

p-well doping depth, Dp 6 µm

n+ implant peak concentration,

Nn (1× 1018 cm−3)
1

n+ implant doping depth, Dn 2.945 µm

Neutron �uence (1 MeV neq/cm
−2) up to 2× 1015

Temperature 253 and 263 K

validity of these models has been tested by repro-
ducing a wide variety of experimental data from ir-
radiated diodes and strips. Previous work using Sil-
vaco TCAD studied proton-irradiated LGADs with
various doses and thicknesses, aiming to optimize
designs for proton irradiation using DU's two-trap
bulk proton radiation damage model [16, 17]. The
proton damage model was also validated by the
experimental observations under the Hamamatsu
Photonics K.K. (HPK) campaign, which resulted
in a change of polarity (from n-type to p-type)
of silicon detectors proposed for the HL-LHC
phase [18].

This paper extends the previous neutron dam-
age modelling work by applying the neutron ra-
diation damage model to thick (300 µm) LGADs
using Silvaco TCAD [15]. Since the original model
was developed for PIN diodes, it does not account
for two possible e�ects observed in LGADs, namely
the acceptor removal mechanism in the gain layer
and the impact ionization behaviour of the gain
layer, which are shown to be signi�cant aspects
resulting in limiting the gain of LGAD at higher
�uences [19]. In the present simulations, an ana-
lytical model of p-well doping has been used along
with the developed neutron damage model to sim-
ulate the acceptor removal mechanism [20] to repli-
cate the real device behaviour. It is to be noted
that recent TCAD works show limited agreement
between simulations and experiments due to chal-
lenges in the implementation of precise device model
for electric �eld pro�les [21�24]. Considering this,
the impact ionization coe�cients are tuned to im-
prove the simulation�measurement agreement, val-
idating the neutron damage model for optimizing
radiation-hard LGAD designs, which is crucial for

HL-LHC environments. It is also worth mentioning
that the simulation results on LGADs presented in
this work can, in general, be useful for the develop-
ment of neutron detectors also used in medical ap-
plications such as boron neutron capture therapy,
as discussed in [25, 26].

2. Device structure and parameters

TCAD simulations are based on the measure-
ment data from 300 µm thick, non-irradiated, and
neutron-irradiated LGAD structures with di�erent
design parameters. The values of two parameters,
active thickness and p-bulk doping density (Nb),
have been �xed using the saturation value of 1/C2

vs V plot (where C is the capacitance) and the slope
of the linear portion between gain layer voltage
(VGL) and full depletion voltage (VFD) extracted
from experimental capacitance�voltage (C�V ) char-
acteristics of non-irradiated LGAD given in [6]. On
the other hand, the value of VGL and charge collec-
tion (CC) of the un-irradiated LGAD are used to
determine the value of the other four parameters:
p-well peak concentration (Np), p-well doping depth
(Dp), n

+ implant peak concentration (Nn), n
+ im-

plant doping depth (Dn). As the charge collection
is very sensitive to the changes in these parameters,
their optimization requires careful sensitivity stud-
ies within a certain range of parameters. The set
of values chosen in the parameter phase space, ob-
tained from sensitivity studies, describe the simula-
tion results, which are in agreement with the avail-
able measurement results of [6]. Table I summarizes
these design parameters along with the radiation
environment and operating temperature. The sim-
ulations are performed for a neutron �uence up to
2× 1015 MeV neq/cm

2 and at two di�erent temper-
atures, T = 253 K and T = 263 K, according to the
available measurement data.

Simulations use a two-dimensional geometry and
Gaussian pro�les for front-side and back-side im-
plants. The front-side implant's peak concentration
and junction depth are tuned based on measure-
ments. For the back-side implant, a deep di�used
boron implantation with a peak concentration of
1 × 108 cm−3 is used. Capacitance�voltage (C�V )
characteristics use a 1 kHz alternating current (AC)
signal. The Selberherr model is employed for impact
ionization. Figure 1a shows the 1D doping pro�le of
both acceptor (p-well and p-bulk) and donor (n+)
concentrations, as well as the absolute net doping
pro�le developed in LGAD. The resultant junction
formed between the n+ implant and p-well results
in a high electric �eld, which helps in charge multi-
plication in the p-well. To illustrate the e�ect of the
doping pro�le of LGAD, Fig. 1b shows 2D electric
�eld contours developed within the LGAD structure
on the application of a reverse bias voltage of 300 V.
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TABLE II

Neutron radiation damage model used in simulations [14].

Trap type Energy level [eV] Gint [cm
−1] σe [cm2] σh [cm2]

Acceptor EC − 0.51 4 9× 10−15 3.8× 10−14

Donor EV + 0.48 1 1× 10−14 1× 10−14

        (a)                                                                                                                       (b)

Fig. 1. (a) Doping pro�les developed in LGAD. (b) 2D electric �eld distribution in a simulated LGAD
structure at 300 V near the junction (up to 10 µm depth).

It also schematically represents the di�erent re-
gions of LGAD structure such as: �SiO2�, �Anode�,
�P-well�, and �Substrate�. The colour scheme shows
that a high electric �eld is developed in the p-well
region (represented by red colour) near the front-
end electrode (Anode). The strength of the electric
�eld then decreases sharply, which is represented by
a transition from a red colour contour to a yellow
colour contour as the distance in bulk increases from
the p-well to the substrate region.
Charge collection e�ciency (CCE) is assessed us-

ing the transient current technique (TCT) method.
An infrared laser pulse of 2 W power and 1 µm
width with a wavelength of 1060 nm generates a
transient signal. The metal contacts are removed
from the entry and exit points and replaced with
SiO2 to avoid laser re�ection. TCT simulations use
mixed-mode simulations with external circuit ele-
ments, i.e., a bias tee with 3.1 kΩ resistance and
2.2 nF capacitance.

3. Neutron radiation damage model

Irradiation of silicon detectors with hadrons in-
duces various kinds of defects in the silicon lattice.
These defects create various trap levels in the for-
bidden energy gap of the silicon, altering the detec-
tor's macroscopic behaviour. In our previous stud-
ies, it has been demonstrated that these irradia-
tion e�ects can be e�ectively parameterized using
a radiation damage model consisting of only a few
trap energy levels, which e�ectively represent the

impact of all real traps. These models incorporate
two bulk traps, surface charge density, along with
two interface traps in the case of proton irradia-
tion [13] and only two bulk traps in the case of
neutron irradiation [14]. Each trap level is de�ned
by the following parameters: trap type (acceptor
or donor), energy level relative to the conduction
(EC) or valence band (EV ), the introduction rate
of the trap (Gint), and electron/hole capture cross-
sections (σe, σh). The introduction rate Gint esti-
mates trap density (nt) using nt = GintΦ, where
Φ is the irradiation �uence. In our simulations, we
assume a uniform distribution of both acceptor and
donor traps within the bulk of the sensor.
In the present work, the neutron radiation dam-

age model is used to implement the e�ects of neu-
tron irradiation on LGADs along with gain layer
degradation modelling, as described in the next sec-
tion. This simpli�ed model accurately reproduces
key detector parameters such as leakage current
(ILEAK), full depletion voltage (VFD), charge col-
lection e�ciency (CCE), and trapping probability
in neutron-irradiated silicon sensors, particularly in
reference devices without an additional multiplica-
tion layer. The credibility of the developed neutron
radiation damage model in the case of traditional
silicon sensors is evidenced by [14].
Table II lists the optimized values for various

trap parameters, including energy levels, introduc-
tion rates for neutron radiation-induced traps, and
electron/hole capture cross-sections (σe/σh).
It is to be noted that the neutron damage model

does not include the e�ects of surface damage,
which is primarily caused by ionizing radiation.
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Fig. 2. Simulated 1/C2 versus applied bias (−V ) plots for non-irradiated LGAD at 293 K.

4. Gain layer degradation

Neutron irradiation damages the bulk of LGADs,
a�ecting their performance analogously to tradi-
tional silicon detectors. This is modelled using
the aforementioned damage model. Additionally,
LGADs experience the acceptor removal mechanism
at high neutron �uence, particularly in the p-type
gain layer, known as gain layer degradation. This
reduces e�ective doping concentration and electric
�eld strength, limiting gain and performance at
higher �uences. While the damage model explains
silicon detector damage, it does not account for the
acceptor removal mechanism e�ectively in the gain
layer. To simulate this in LGADs, analytical mod-
elling of the p-well concentration is used as a func-
tion of hadron �uence to re�ect LGAD behaviour
under high radiation [20]. According to the analyt-
ical modelling, the initial acceptor concentration in
the p-well region decreases exponentially with the
irradiation �uence as given by

NA = NA,0 e
−cΦeq , (1)

where Φeq is the incident �uence, NA,0 is the initial
acceptor concentration, NA is the acceptor concen-
tration at �uence Φeq, and c is an acceptor removal
constant.
The value of �c� and the impact ionization coef-

�cients have been parameterized to �t the experi-
mental results.

5. Results

5.1. Capacitance�voltage characteristics

To cross-check the LGAD parameters used in the
simulations, the bulk capacitance of non-irradiated
LGAD is simulated. Figure 2 shows the simulated
results for the inverse square bulk capacitance of a
non-irradiated LGAD as a function of reverse bias

voltage. The simulations are performed at 293 K to
match the experimental conditions. The simulated
results reproduce the measurement behaviour where
capacitance changes only slightly until p-well de-
pletion corresponds to VGL. The simulated VFD ≃
110 V is found to be consistent with the measured
values of 90�120 V, as clearly inferred from the
measurement plot published in [6], where measure-
ments were performed on several LGADs from the
same wafer at 293 K. The extracted values of VGL

and VFD from the experimental C�V character-
istics of [6] were used to determine bulk doping
density and active thickness used in simulations.
The C�V characteristics from simulations agree well
with measurements [6].

5.2. Leakage current variation

Figure 3 shows the simulated leakage current
behaviour of an LGAD with increasing reverse
bias voltage for both non-irradiated and neutron-
irradiated conditions. The ILEAK values are sim-
ulated at 263 K for non-irradiated and at 253 K
for irradiated LGADs so that results can be com-
pared against the available measurements [6]. Un-
like traditional silicon detectors, where the current
saturates after full depletion, the leakage current in
LGADs increases continuously due to charge multi-
plication. The behaviour of simulated leakage cur-
rent (I�V characteristics) agrees qualitatively with
the experimental results, as presented in [6]. Yet,
the values of leakage current di�er from the exper-
imental values due to di�erences in surface area of
the experimental structure and simulated geometry.
However, a slight discrepancy is observed between
the simulated and measured current behaviour at a
�uence of 2×105 1 MeV neq/cm

2 at low voltages up
to 500 V, which requires further understanding and
more optimized modelling of the damaging e�ects
of neutrons on LGADs at high �uences.

728



Modelling the E�ect of Neutron Damage. . .

Fig. 3. Variation of simulated values of ILEAK with applied bias voltage for a non-irradiated as well as neutron
irradiated LGAD for three di�erent �uence values: 1 × 1014 1 MeV neq/cm

2, 5 × 1014 1 MeV neq/cm
2, and

2× 1015 1 MeV neq/cm
2. The current is plotted in arbitrary units (a.u.).

Fig. 4. Variation of simulated and measured charge collection with applied bias voltage for an LGAD at
di�erent neutron �uences. The experimental values are taken from [6].

5.3. Charge collection variation

The neutron radiation damage model (Table II)
with acceptor removal in the gain layer is used to
simulate LGADs under neutron irradiation. Simu-
lations are performed at 263 K for non-irradiated
LGADs and 253 K for irradiated ones, at di�erent
neutron �uences of 1× 1014, 5× 1014, and 2× 1015

1 MeV neq/cm2 [6]. The collected charge is calcu-
lated by integrating the transient signal and stan-
dardised for traditional silicon detectors with 24000
electrons as the total charge collected after full de-
pletion.
Figure 4 compares collected charge versus bias

voltage for non-irradiated and irradiated LGADs.
As expected, the charge increases with bias and

decreases with neutron �uence. Simulations align
with experimental results, validating that neu-
tron irradiation reduces acceptor concentration in
the p-well, lowering the electric �eld and, hence,
charge multiplication. Gain remains above 1 for
non-irradiated LGADs and for irradiation levels up
to 1 × 1014 1 MeV neq/cm

2. For 5 × 1014 1 MeV
neq/cm

2, gain is above 1 only at bias voltages more
than 300 V. At 2 × 1015 1 MeV neq/cm

2, gain re-
mains lower than 1 up to 1500 V, as observed ex-
perimentally.
Although the overall trend of simulation results

tends to agree with measurement results for all the
�uence values, certain discrepancies in current at
high �uences and CCE values seem to suggest fur-
ther optimization of the neutron damage model for
LGADs.
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6. Conclusions

This work is an e�ort to widen the scope of the ex-
isting neutron radiation damage model for LGADs.
In addition to the bulk damage model, an acceptor
removal mechanism is also implemented in TCAD
simulations to incorporate the e�ects of neutron ir-
radiation on LGAD structures. The study highlights
the impact of neutron radiation on LGAD perfor-
mance. Simulations at various temperatures (253
and 263 K) and for neutron �uence levels up to
2 × 1015 1 MeV neq/cm

2 reveal signi�cant degra-
dation in the gain layer due to acceptor removal.
This leads to reduced e�ective doping concentra-
tion, lower electric �eld strength, decreased charge
collection e�ciency (CCE), and increased leakage
current (ILEAK). The results are in close agreement
with the experimental results and provide valuable
insights for optimizing LGAD design to enhance
radiation tolerance, demonstrating the complex re-
lationship between neutron irradiation and LGAD
performance.
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