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A transmissive micro dihedral corner re�ector array consists of numerous pairs of orthogonal surfaces
that re�ect light. Under such con�guration, the object is imaged in mid-air with a 1:1 ratio, but with
inverted depth. Despite some limitations, e.g., viewing angle, object position, or ghosting e�ect, the
array is used for impressive 2D or 3D �oating image projection. This work investigates the imaging
quality of the commercially available plastic plate to quantitatively present the image deterioration.
For this purpose, the set of experiments widely used for imaging optics testing is employed for a few
typical arrangements. The evaluation includes resolving power, chromatic aberration, color reproduc-
tion, distortion, and uniformity.
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1. Introduction

The 3D displays have been of great interest for
over the last 70 years. In particular, �oating or mid-
air image projections, which are mistakenly referred
to in pop culture as holographic [1, 2], have become
very �rmly established in the public imagination as
providing an e�ect of mixed reality, large angular
�eld of view, and the possibility of interaction with
the image.
For the observer, the image is most attractive

when it can be perceived without the need to wear
glasses or any other medium. The most sophisti-
cated and quality method for this purpose is holog-
raphy, where a high-quality wave�eld is generated,
however, the image size, speckle noise, and display
devices are still bottlenecks of the technology [3].
Next, the light �eld [3, 4] is a ray-based technique
that still provides high quality, but the devices are
expensive and quite complex. Although there are
many solutions for mid-air projections (e.g., inte-
gral imaging [5], acoustic trap [6], optical trap [7]
displays, and many more [2]), in some applications,
the simpler, the better. Compared to all the above,
the concept of using micro-re�ector arrays to pro-
duce aerial images seems to be promising [8]. The
matrix of retrore�ectors is used to redirect the rays
back on their path, and thus the image is created.
It may appear at the object plane or be redirected,
depending on the micro-array structure. The image
depth is pseudoscopic (inverted), but it may be im-
plemented for 2D aerial display construction with
no reverse system.

In this work, a transmissive micro dihedral cor-
ner re�ector array [9] is taken under investigation.
It consists of numerous pairs of orthogonal sur-
faces that re�ect light. As a result, the image is
transmitted through the plate and its direction is
changed.
The goal is to adapt the methods well known from

conventional imaging system testing (i.e., ISO stan-
dards TC42) to perform a test of the aerial image.
The following basic properties have been chosen
to be measured: uniformity (with a blank screen),
color reproduction (24 patch ColorChecker), resolv-
ing power and chromatic aberration (spatial fre-
quency response (SFR) of slanted knife-edge), image
deformation (with a checkerboard).

2. Geometry and visual assessment

In this work, the commercially available plastic
plate ASKA3D-200NT is taken under investigation.
The array size is 200 × 200 × 6.3 mm3. The active
layer of the thickness lower than 1 mm is sand-
wiched between two plastic plates. The distance
between re�ective layers is ≈ 600 µm (measured
with the use of a workshop microscope). The plate
can be used in several con�gurations. However, it is
recommended to set the central observation angle
close to 45◦ ± 20◦. The scheme of the experimen-
tal setup is presented in Fig. 1. Re�ective surfaces
are arranged at 45◦ inclination to horizontal and
vertical edges. After two re�ections, the rays leave
the plate on the angle Θo = −Θi, where Θo is the

457

http://doi.org/10.12693/APhysPolA.146.457
mailto:weronika.finke@pw.edu.pl


W. Finke

Fig. 1. The scheme of the experimental system.

output ray angle, and Θi is the incident ray angle.
Rays which access the plate on high Θi pass it with
a single re�ection (the �rst or second), and therefore
create two ghost images. All three component are
separated angularly, so main image is overlapped
with two ghost images for short distances. Accord-
ing to manufacturer instructions, this e�ect can be
minimized with the use of privacy screen.
The �eld of view (FOV) is limited by the plate

size, which works as a keyhole in holography. There-
fore, the image is observed against the plate and
within its surface area. FOV depends on image-to-
plate distance, observer-to-image distance, and ob-
servation direction. To observe the full projected
image, either the camera position needs to be
changed, or the scattering medium (or screen) needs
to be placed at the image plane. Image depth in-
version, together with binocular disparity and lim-
ited FOV, results in slight vergence-accommodation
con�ict [10] while observing 3D scenes.
Due to the e�ects described above, the image

quality at a given distance is di�cult to predict, so
experimental evaluation is proposed in the following
chapter.

3. Image quality assessment tests

3.1. Experimental system

The proposed experimental system used for im-
age quality assessment is presented in Fig. 1. The
re�ector plate is aligned to reproduce the image
at the recommended 45◦ inclination. Object and
camera move on sliders along the optical axis from
z = 15�320 mm. Test charts are displayed with a
color-calibrated, 13� IPS computer screen with a
resolution of 3000 × 2000 and 247 ppi to sup-
port short recording distances. For resolving power
(sharpness) tests and modulation transfer function
(MTF) calculations, a slanted edge square aperture

is used to avoid analysis failure [11]. Images are
recorded with a full-frame DSLR camera of reso-
lution 5616 × 3744 and the objective lens of focal
length f = 50 mm and F-number of 8.0, adjusted
to a focus distance of 500 mm. Images are registered
in a RAW format to avoid unwanted processing of
the data. Since the camera objective is subject to
an aberration, as the reference, the test charts are
recorded directly for the same distance and center
of the image position. Ghost images prevent mea-
surement across the entire plate for short distances,
thus registration and processing schedules are ad-
justed. The data processing is performed with the
use of MATLAB Image Acquisition and Processing
Toolboxes functions.

3.2. Uniformity

The uniformity test is performed with the blank,
white chart. Normalized intensity graphs with con-
tours are presented in Fig. 2a. It is visible that
brightness decreases toward the right edge of FOV,
which is closer to the object (and the observer).
Figure 2b presents horizontal sections of central
row. For presentation purposes, all the data sets
are resized and normalized to a column of 92 pix.
In this visualization, the reference measurement is
subtracted from captured data.
It can be seen that despite the ghost images, the

trend is very similar for all the datasets. The closest
image showing the intensity without ghost images is
registered for distance z = 270 mm. In this case, the
image intensity decreases from 0.99 to 0.67 from the
left to the right edge (≈ 120 mm distance), which
gives 32%. We may approximate the intensity de-
crease of 2.66%/cm. However, the increasing slope
inclination is noticeable; it may be the result of z
distance change, camera sensitivity, or plate prop-
erties. To con�rm this e�ect more data should be
gathered with �xed camera settings.

3.3. Color reproduction

The ability of color reproduction is tested with
a popular ColorChecker chart composed of 24
�elds [12]. Even though the color calibration of the
display is performed in advance, a slight color error
is still present in the experimental chart registered
directly with the use of the camera. Therefore, color
patches do not correspond precisely to the original
ColorChecker chart values. Color reproduction er-
rors ∆E are also calculated in relation to the exper-
imental chart. Exposure time was adjusted to com-
pensate for the brightness decrease on transmission
through the plate. In Fig. 3a, a visual color com-
parison and color errors ∆E are shown. Each color
patch represents the measured color, and the frame
is the reference color.
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Fig. 2. Uniformity analysis: (a) exemplary nor-
malized intensity maps for distances z = 70 mm
and z = 270 mm, (b) normalized intensity for the
central horizontal section for all the registered dis-
tances.

The closer to the value of 1, the lower the color
di�erence. In this case, the color error stays al-
most within the range for prints (3 to 6). The max-
imum value ∆E = 6.9 is present for Patch 13,
while the average error is 3.98. The CIE chromatic-
ity diagram con�rms good color reproduction (red
points are references, and green points are measured
values).

3.4. Image deformation

Image deformation is observed with the use of a
checkerboard chart, commonly used for distortion
measurements [13]. The size of the checkerboard
was selected to match at least 5 �elds in the row for
the furthest image position. Each �eld is a square
of 11 × 11 mm2. Exemplary images are presented
in Fig. 4. Since strong skewing and sharpness de-
crease is present in the image, it is di�cult to cal-
culate the distortion. Therefore, here the angle of
inclination for horizontal α and vertical β edges is
indicated and presented in Table I.

Fig. 3. Color reproduction test result: (a) visual
color comparison with errors, (b) CIE chromaticity
diagram.

TABLE I

Image skew angle for horizontal and vertical edges at
a distance of z.

Distance z [mm]
Angle of skew

Horizontal α Vertical β

70 0.69◦ −0.72◦

120 1.11◦ −0.87◦

170 1.49◦ −1.64◦

220 1.75◦ −1.86◦

270 2.21◦ −2.69◦

320 2.66◦ −3.40◦

According to the obtained data, a skew angle is
higher for the horizontal and vertical directions of
the image. The average skew in the horizontal di-
rection is 0.087◦/cm and 0.094◦/cm in the vertical
direction. Moreover, precise corner indication is dif-
�cult due to blur, chromatic aberration, and image
waving. Therefore, image deformation tests require
a more advanced image processing algorithm. The
dot pattern should be considered as more resistant
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Fig. 4. Exemplary checkerboard images (and de-
tails for reference) and exemplary distances.

to sharpness loss. Finally, since the image is not
circularly symmetrical, a deformation map would
provide supplementary information.

3.5. Sharpness and chromatic aberration

Sharpness (resolving power) and chromatic aber-
ration are calculated based on the slanted edge test,
which is the most suitable pattern to minimize er-
rors introduced by digital sensors [14]. It is not rec-
ommended to use a pixelated display as the chart,
so the square aperture of size 6 × 6 mm2 is used.
The image is characterized by the use of the spa-
tial frequency response (SFR) function, which mea-
sures the ability to reproduce �ne details across a
range of spatial frequencies [11, 15]. To compare re-
sults for di�erent distances, the modulation transfer
function (MTF) is used. It describes a relative con-
trast in a given spatial frequency. The most widely
used parameter is MTF50, where MTF is equal to
50% of the low-frequency contrast. Images of the
aperture and region of interest (ROI) arrangement
are presented in Fig. 5a. Most rapid image sharp-
ness loss (Fig. 5b) is observed for short distances,
where average MTF50 decreases from 26.66 LP/mm
to 7.53 LP/mm between reference and shortest pos-
sible distance to be measured (15 mm), to reach
2.33 LP/mm for 170 mm. The trend is similar for
all the ROIs. It must be noticed that, in this case,
chromatic aberration, together with skewing and
edge waving e�ects, will a�ect the SFR results.
More samples should be processed to con�rm the
trends.

With the use of the same dataset, a chromatic
aberration is measured. It is de�ned as the area be-
tween maximum and minimum red, green, and blue
edge intensity pro�les (see Fig. 5c). It increases with
distance, and horizontal edges are over 3 times more
aberrated than vertical ones.

Fig. 5. Sharpness and chromatic aberrations tests:
(a) registered data, (b) image sharpness (MTF50),
(c) exemplary (z = 270 mm) RGB edge intensity
pro�les for a given ROI, (d) chromatic aberration.
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4. Conclusions

This work presents an attempt to evaluate a
non-conventional imaging device, i.e., micro dihe-
dral corner re�ector array, with the use of meth-
ods widely used in photography. However, although
the main limitations are indicated, the accuracy and
precision tests need to be performed to con�rm the
values obtained in these experiments. Below, �ve
investigated aspects are summed up.
First, the image brightness decreases toward

the shorter object distances (here � right edge).
We may approximate the intensity decrease of
2.66%/cm in the horizontal direction. The slope of
the pro�le slightly increases with the distance, but
to con�rm this e�ect more data should be gathered
with �xed camera settings.
Second, color reproduction is very good. The

maximum error ∆E = 6.9 is slightly above the
strict print requirements (range 3�6). However, con-
sidering the uniformity test, the intensity decrease
within the test chart area is higher than 20%, which
may be the source of error. Therefore, the sequential
color display is recommended.
Third, the most noticeable image deformation is

the skewing proportional to the object distance.
The average skew in the horizontal direction is
0.087◦/cm and 0.094◦/cm in the vertical direction.
However, the image deformation is complex, and
more advanced analysis needs to be performed.
The checkerboard chart is di�cult to process due
to image quality loss and non-circularly symmetri-
cal image deviation. Under such conditions, a less
sharpness-sensitive chart, e.g., dot pattern and de-
formation map, would provide supplementary infor-
mation.
Fourth, image sharpness most rapidly decreases

for short distances. This means that in the pre-
sented con�guration, the image quality will vary
from the left to right side of the FOV. Assuming
the closest to plate object position, the right edge
distance is 15 mm, and the left edge distance is
155 mm, so according to the recorded data, in the
best case, the MTF50 parameter varies from 7.5
to 2.5 LP/mm. In general, the slanted knife-edge
test works well with this type of data, however, due
to the skewing e�ect and chromatic aberration, the
test angle needs to be adjusted, and focus indication
is problematic even for short depths of �eld.
Fifth, chromatic aberration, as all the above ef-

fects, increases with the distance. It is almost 3
times more steep for horizontal than for vertical
edges. However, based on the provided results, it is
not clear what is the azimuth of maximum aberra-
tion. Therefore, the dot pattern would provide sup-
plementary information as well as image deforma-
tion tests.
Summing up, the image quality assessment meth-

ods well known from conventional imaging system
testing can be adapted for the aerial image test,

but with certain restrictions. First, due to the qual-
ity variation across the �eld of view, the local or
sequential tests within the limited area should be
performed if possible (slanted edge, color reproduc-
tion). Second, high image sharpness loss does not
allow for edge or corner recognition (checkerboard
should be substituted with a dot pattern). Third,
the image deterioration is complex and should not
be angularly limited to horizontal and vertical di-
rections (chromatic aberration, image deformation).
Fourth, appropriate camera settings may support
further processing. For example, short depth of �eld
supports di�erentiation between main and ghost
images.
The restrictions presented above should be in-

cluded in future works.
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