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The paper presents a model of a system for ongoing monitoring and diagnosis of process faults and
detection of cybernetic attacks for a section of the boiler steam line. The model consists of the project of
an algorithm and a prototype implementation of the system. The implemented algorithm integrates, in
one coherent approach, the tasks of monitoring process faults based on parametric partial models and
detecting cybernetic attacks based on dedicated checks for control system loops based on a selected set
of performance indices. The important model feature is the use of data on malfunctions and detected
intrusions obtained from the industrial control system and intrusion detection system during the recon-
ciliation stage and �nal diagnosis formulation. The operation of the system is presented in the example
of a pilot application for a simulator of a section of a steam line. Based on the presented summary of
the test results it can be stated that the proposed solution allows for obtaining high detectability and
isolability of process faults and their distinguishability from cyber attacks. One of the advantages of
the proposed solution is the indirect use of knowledge about phenomena occurring in the process in the
task of detecting cybernetic attacks. The structure of the proposed model allows for its relatively easy
adaptation to other technological processes.
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1. Introduction

Industrial processes, often extremely complex
and carried out in an increasingly automated way,
are susceptible to many factors that a�ect both
the quality of the process and the safety of instal-
lations, people, and the environment. Critical ele-
ments a�ecting the process are, among others, pro-
cess faults (of technological components, measuring
devices, and actuators), errors in the operation of
the industrial control system (ICS), operator errors,
or factors related to hostile external in�uence, i.e.,
cybernetic attacks [4].
For many years, one could observe the develop-

ment of various types of algorithms and diagnostic
systems dealing with automatic detection and isola-
tion of process faults. A slightly di�erent problem,
for which other algorithms and systems are pro-
posed, are issues related to monitoring the quality
of control loops and the impact of operators' activ-
ities on these systems. In large-scale industrial pro-
cesses, operators and engineers are responsible for
the supervision of a considerable number of control
loops [5]. In response to this challenge, the �eld of
algorithms for control loop performance monitoring
is developing. One of the �rst proposed solutions

was the Harris index [6]. Currently, there are nu-
merous indices for evaluating the tuning and qual-
ity of control loop operation [7, 8]. The concept of
utilising these indices to detect and isolate cyberat-
tacks was proposed in [9, 10]. The third area, ad-
dressed in this work, is the detection of cybernetic
attacks. This issue has been particularly strongly
discussed in recent years, which is related to both
the growing global threat and the growing digitiza-
tion of production processes. Due to the overriding
need to protect the process and the potential simi-
lar e�ects of various types of the above-mentioned
causes on proces operation, it seems interesting to
develop algorithms and systems that integrate the
possibility of monitoring all these impact factors in
a coherent solution.
Additionally, to achieve greater detection preci-

sion and make it more possible to di�erentiate be-
tween process faults and cybernetic attack, integra-
tion with diagnostic features of the modern indus-
trial control system (ICS), as well as with the in-
trusion detection system (IDS), can be considered.
ICS o�er extensive diagnostic capabilities, with par-
ticular focus on self-diagnosis and diagnostics of
intelligent devices. A signi�cant portion of these ca-
pabilities are designed for o�ine operation (e.g., au-
tomatic veri�cation of the con�guration correctness
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Fig. 1. The P&ID diagram of simulated process:
components, control-loops, and available process
variables.

and connections conducted passively or actively,
analysis of system logs, generation and analysis
of self-diagnostic reports) and therefore cannot be
utilised in an online diagnostic system. There is also
a group of information generated by the ICS that
is available online. These are the results of diagnos-
tic tests conducted on an ongoing basis (online) at
various levels of the system, such as: intelligent �eld
devices, �eld networks, integrated controllers, sys-
tem buses, network devices, servers, operator and
engineering workstations. The results of diagnos-
tic checks are usually available via the application
programming interface (API) and take the form of
events, easily convertible into diagnostic signals. A
typical IDS allows for generation of events (treated
as diagnostic signals) upon detection of various
events, such as:

(i) appearance of a packet with speci�c charac-
teristics (transmission control protocol (TCP)
port or protocol) sent to selected devices,

(ii) (distributed) denial of service (DoS/DDoS) at-
tacks,

(iii) attacks with a known signature on all or se-
lected devices,

(iv) appearance of a command within the selected
protocol for a speci�c device.

In this article, a comprehensive approach to the de-
tection and isolation of process faults, anomaly de-
tection in control loops and detection of cybernetic
attack is considered. The described model includes
both the inference algorithm and the prototype im-
plementation of system modules that implement

TABLE I

List of considered and simulated process faults.

Notation Description

fP
T.S31, f

P
F.P4, f

P
T.S32,

fP
T.P32, f

P
T.S42, f

P
T.P42,

fP
G.V 3, f

P
G.V 4, f

P
F.P2,

fP
F.P3

measurement path # fault

fP
CV.31, f

P
CV.41

control value path fault

of #.# control-loop

fP
V 3, f

P
V 4 actuator # fault

fP
SH3, f

P
SH4 process component # fault

this inference. The test process used, for which the
model was applied, is a simulator developed for re-
search purposes, encompassing a fragment of the
steam line of a power unit. The simulator has the
capability to model both correct operation and the
introduction of process faults and selected cyber-
netic attack scenarios. The reasoning is conducted
based on a set of various types of residuals based
on partial parametric models (PPM), developed by
control loop monitoring algorithms, or derived from
external ICS/IDS.
Firstly, Sect. 2 presents the process for which the

algorithm and diagnostic system was developed and
the simulator that was used in the research and
testing. Section 3 discusses the structure of the pro-
posed inference algorithm. In Sect. 4 and 5 the pro-
totype implementation of the system and the results
obtained are brie�y discussed. The last section con-
tains conclusions and a summary.

2. Monitoring object

2.1. The process � selected sections of steam line

For the purposes of the research, a fragment of
the steam line of an exemplary power unit was de-
veloped and implemented as a simulator. Simulator
covers stages (iii) and (iv), each one consists of: a
cooler, together with an actuator; a superheater; a
fragment of the pipeline connecting the above units
and a cascade control loop of the steam temperature
at the outlet of the superheater (the auxiliary quan-
tity is controlled by the steam temperature down-
stream of the superheater). The simulator is a sim-
pli�ed transmittance model with coe�cients set on
the basis of data from the actual technological pro-
cess. The P&ID diagram of the process is shown
in Fig. 1. It was assumed that the following param-
eters are available: temperatures (T ), SP and CV
values of the controllers, actuator position (G), and
the quantity symbolizing the fuel stream fed to the
boiler (B).
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Fig. 2. Faults in the process � the places of in�u-
ence of process faults (pf) and cyber faults (cf).

Fig. 3. General structure of on-line diagnosis of
process faults and cybernetic attacks based of dif-
ferent sources of information.

Finally, one can de�ne the set of control loops O

O = {oi} , i = 1, . . . , NO, (1)

where NO = 4 is the number of loops considered.
For each loop oi there are associated components
and signals

oi = ⟨SPi, PVi, CVi, ai, Xi⟩, (2)

where ai is actuator, SPi � set point, PVi � pro-
cess value (controlled), CVi � control value, Xi �
set of additional process variables describing the op-
eration of the control loop.

2.2. Process and cybernetic faults

The simulator also allows to introduce process
faults and, so-called, cyber faults. The places of
their in�uence are symbolically shown in Fig. 2. Ba-
sically, each cybernetic attack is carried out in ac-
cordance with a designed scenario consisting of ele-
mentary interactions on individual system elements
and signals in communication channels, called cy-
ber faults [11]. They are analogous to classic process
faults considered in the fault detection and isolation
(FDI) environment, for which diagnostic algorithms
are designed.

The set of considered process faults FP

FP = {fP
k }, k = 1, . . . , NF, (3)

covers faults of all measurement and signal paths,
as well as actuators, and an exemplary failure of a
technological component. The list of process faults
is presented in Table I.
Cyber faults form a set FC. In the described so-

lution, individual cyber faults are not indicated in
the diagnosis, a general cybernetic attack detection
signal is generated. For this reason, these faults are
not discussed in more detail in the study.

3. Monitoring algorithms

3.1. General system structure

The general structure of the Integrated Diag-
nostics of Cybernetic Attack and Process Faults
(IDCAPF) inference algorithm is presented
in Fig. 3. The algorithm performs three main
stages, carried out by separate modules:

(i) Process Fault Detection (PFD) algorithm �
detection of process faults FP on the basis of
a set of designed parametric partial models
(PPM) reconstructing selected process vari-
ables based on the analysis of available process
signals. A set of residuals RPPM is generated
at the output.

(ii) Control Loop Monitoring (CLM) algorithm �
analysis of operation of control loops based on
available measurement signals and dedicated
algorithms. A set of residuals RCLM is gener-
ated in the output.

(iii) Diagnosis formulation and reconciliation �
module of inference in the �eld of isolation
of process faults and detection of cybernetic
attack. At this stage, additional information
from IDS and ICS is taken into account. The
output is a classic diagnosis for process faults
and signals of detecting a cybernetic attack,
with a possible indication of the attacked loop.

3.2. Detection based on PPM

In industrial practice, full, analytical models of
supervised installations are not very common. De-
veloping such a model is expensive and time-
consuming. It is easier to rely on partial paramet-
ric models obtained through identi�cation. Partial
models typically allow the reconstruction of a single
process variable and the generation of one residual
based on it

RPPM = {rPPM
p }, p = 1, . . . , NM, (4)

rPPM
p = x̂PPM

p − xi, (5)

x̂PPM
p = fp(xn, . . . , xm), (6)
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TABLE II
List of model-based residuals.

R Based on model structure Model type

rPPM
T.S32.1

ˆTP
S32 = f1

(
TP
S32,k−1, T

P
S31,k−1, T

P
S31,k−3, GV3,k−1

)
neural, ARX

rPPM
T.P32.2

ˆTP
P32 = f2

(
TP
P32,k−1, T

P
S32,k−1, T

P
S32,k−8, F

P
P3,k−8

)
neural, ARX

rPPM
T.S42.3

ˆTP
S42 = f3

(
TP
P32,k−1, T

P
P32,k−6, GV4,k−1, GV4,k−6

)
neural, MA

rPPM
T.P42.4

ˆTP
P42 = f4

(
TP
S42, B, FP

P4

)
linear, MA

rPPM
G.V 3.5 ĜV3 = f5 (CV321) linear, MA

rPPM
G.V 4.6 ĜV4 = f6 (CV41) linear, MA

rPPM
T.S32.7

ˆTP
S32 = f7

(
TP
S32,k−1, T

P
S31,k−1, T

P
S31,k−3, CV31,k−1, CV31,k−3

)
neural, ARX

rPPM
T.S42.8

ˆTP
S42 = f8

(
TP
P32,k−1, T

P
P32,k−6, CV41,k−1, CV41,k−7

)
neural, MA

rPPM
F.P3.9

ˆFP
P3 = f9

(
FP
P2,k−1, GV3,k−1

)
neural, MA

rPPM
F.P4.10

ˆFP
P4 = f10

(
FP
P3,k−1, GV4,k−1

)
neural, MA

where rPPM
p is residual generated by the model of

the process variable xi, N
M is numer of PPM mod-

els, x̂PPM
p is process variable reconstructed based on

the model.

To build the models, knowledge of the techno-
logical process and available archival process data
sets are used. Many di�erent modelling techniques
are described in the literature. Due to the simplic-
ity of description, time and stability of calculations,
and the possibility of extrapolation, autoregressive
model with exogenous input (ARX) and linear mov-
ing average (MA) models without an autoregressive
term were used. Since the modelled part of the pro-
cess is not fully linear, a neural model in the form
of a multilayer perceptron (MLP) network with ex-
ternal feedback was also prepared for each of the
reconstructed process values. The list of the models
obtained and selected for application is presented
in Table II.

3.3. Dedicated algorithms for control loops
monitoring

Loop performance indices are used to calculate
the residuals RCLM, the same set of residuals is for
each control loop, thus

RCLM =
⋃NO

i=1
RCLM

i , (7)

RCLM
i = {rCLM

i,c }, c = 1, . . . , NC, (8)

where rCLM
i,c is c-th residuum for i-th control loop,

NC � number of loop performance assessment
indicators selected for analysis, RCLM

i � set of
residuals based on loop performance indicators for
i-th control loop.

TABLE III

List of residuals for i-th control loops monitoring.

Name Description based on . . .

rCLM
i,me2 = e2i − consti

mean square of control

error

rCLM
i,cv.var = σ2

CVi
− consti control signal variance

rCLM
i,cv.sat = ηsati controller saturation

rCLM
i,n.pred.e = ĈVi − CVi

prediction error of the

neural network model

of the controller

rCLM
i,kp = k̂pi − kpi

reconstructed proportional

gain of the controller

rCLM
i,T i = T̂ii − Tii

reconstructed time constant

of the integral action

Below, a brief description of the selected
performance indices is given. The residuals em-
ployed are listed in Table III. Further details can
be found in the works [9, 10].

The mean squared control error is computed as
follows

e2 =
1

N

∑N

i=1
e2(i), (9)

where N is the number of samples. The control sig-
nal variance is computed as follows

σ2
CV =

1

N

∑N

i=1

(
CV (i)− CV

)2
, (10)

where CV is the mean value of CV , and the con-
troller saturation as follows

ηsat =
1

N

∑N

i=1
tsat, (11)

where tsat takes the value 1 if CV is greater than
90% or lower that 10%, and 0 otherwise.
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TABLE IV

List of exemplary/considered information from ICS
and IDS.

Source Notation Description

ICS eics.sfFP2P error of FP2P sensor

ICS eics.sfFP3P error of FP3P sensor

ICS eics.sfFP4P error of FP4P sensor

ICS eics.afV 3 actuator V 3 fault

ICS eics.afV 4 actuator V 4 fault

IDS eids.scCONT3

suspicious communication

with PLC3 controller

IDS eids.scCONT4

suspicious communication

with PLC4 controller

Furthermore, two models, i.e., linear and neural,
are utilised to predict the controller output based on
the control error values and the past control signal
values. The details of the models can be found in ref-
erences [9, 10]. The coe�cients of the linear model
are employed to estimate the proportional�integral�
derivative (PID) controller settings, speci�cally kp
and Ti.

3.4. Integration with data from ICS and IDS

The last step of the con�guration is to take into
account such events generated by ICS

EICS = {eICS
c }, c = 1, . . . , NC, (12)

where NC is the number of events reported by ICS
and IDS

EIDS = {eIDS
d }, d = 1, . . . , ND, (13)

where ND is the number of events reported by IDS.
The events considered in this work are presented in
Table IV.

3.5. Reasoning algorithm

Finally, as a result of ongoing monitoring, a set
of residuals R is obtained

R = {rj} = RPPM ∪RCLM, j = 1, . . . , NJ. (14)

By analysing the time series of residuals for nor-
mal operation and taking into account the available
expert knowledge, a binary evaluation of residuals
with dead zone was selected. Additionally, binary
signals were evaluated and �ltered against a de�ned
threshold (the number of �1� values in a given time
window). Finally, a set of diagnostic signals S is
generated

S = {sj} = SPPM ∪ SCLM
i , (15)

TABLE V
Basic diagnostics matrix RS.PPM−PF.

f
P F
.P

2

f
P T
.S

3
1

f
P C
V
.3

1

f
P G
.V

3

f
P V
3

f
P T
.S

3
2

f
P S
H

3

f
P T
.P

3
2

f
P F
.P

3

f
P C
V
.4

1

f
P G
.V

4

f
P V
4

f
P T
.S

4
2

f
P S
H

4

f
P T
.P

4
2

f
P F
.P

4

sPPM
T.S32.1 1 () 1

sPPM
T.P32.2 1 1 1 1

sPPM
T.S42.3 1 () 1

sPPM
T.P42.4 1 () 1 1

sPPM
G.V 3.5 1 1 1

sPPM
G.V 4.6 1 1 1

sPPM
T.S32.7 1 1 1 1

sPPM
T.S42.8 1 1 1

srPPM
F.P3.9 1 () 1 1

sPPM
F.P4.10 1 () 1 1

() � potential/possible in�uence

unisolable process faults

conditionally isolable process faults

TABLE VI

Impact of process faults on the ICS events
(RE.ICS−PF).

f
P F
.P

2

f
P T
.S

3
1

f
P C
V

3
1

f
P G
.V

3

f
P V
3

f
P T
.S

3
2

f
P S
H

3

f
P T
.P

3
2

f
P F
.P

3

f
P C
V

4
1

f
P G
.V

4

f
P V
4

f
P T
.S

4
2

f
P S
H

4

f
P T
.P

4
2

f
P F
.P

4

eics.sfFP2P

eics.sfFP3P 1

eics.sfFP4P 1

eics.afV 3 1

eics.afV 4 1

for j = 1, . . . NJ and i = 1, . . . , NO. In addition,
for the purposes of the subsequent reasoning stages,
auxiliary signals are determined

dPPM.or =
∨

sj∈SPPM
i

sj , (16)

dCLM.or
i =

∨
sj∈SCLM

i

sj , (17)

dLOOPs.or =
∨

i=1...NO

dCLM.or
i . (18)

Proper diagnostic reasoning consists in determining
the diagnosis

DGN = FP
⋃

fUPF

⋃
dCA

⋃
DCA, (19)

which includes the determined factors of certainty
for the presence of process faults (FP), unknown
process fault signal fUPF, and signals for detecting
cyberattacks (CA) � global (dCA) and for an indi-
vidual control loop

DCA = {dCA
i }, i = 1, . . . , NO, (20)

where dCA
i is a signal of detection of a cybernetic

attack in the i-th loop.
During the inference, several relations are used,

which are determined based on expert knowledge
about the process and con�gured algorithms, for
generating diagnostic signals SPPM and SCLM

i .
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TABLE VII

Link between IDS events and control loops
(RE.IDS−O).

o31 o32 o41 o42

eids.scCONT3 1 1

eids.scCONT4 1 1

The basic element is the diagnostic relationship
RS.PPM−PF describing the relationship between pro-
cess faults and observed values of diagnostic signals
from the set SPPM. It is presented in Table V. The
individual �elds contain a set of expected values of
diagnostic signals corresponding to speci�c faults

Vk,j = RS.PPM−PF
(
fP
k , sj

)
⊂ Vj , (21)

where Vj is a set of all possible values of the j-th
diagnostic signal. Potential in�uence is depicted by
�()� and means the possibility of appearing both
�1� and �0� values (connected with OR operator)
� it express some kind of uncertainty. One can ob-
serve that there are three pairs of indistinguishable
faults.
According to the rules derived from the diagnos-

tic relation RS.PPM−PF

(s1 ∈ Vk,1) ∧ . . . (sj ∈ Vk,j) ∧ . . .
(
sNM ∈ Vk,NM

)
⇒

⇒ fP
k , (22)

assuming parallel reasoning [13], preliminary values
of the certainty factors of process faults are calcu-
lated. They form the set FPRIM

FPRIM
(
sj ∈ SPPM

)
= {fP

k =
∧

j
vi,j}, (23)

where vi,j ∈ Vk,j and k = 1, . . . , NF.
The indicator of the presence of an unknown pro-

cess state is determined according to the formula

fUPF =
(
¬
∨

k=1,...,NK
fP
k ∈ FPRIM

)
∧ dPPM.or,

(24)

expressing the detection of one or more symptoms
for sj ∈ SPPM, while not indicating any of the pro-
cess faults.
The general initial signal of a cybernetic attack

detection is determined according to the formula

dCA.PRIM = dLOOPs.or ∧
(
dPPM.or XNOR fUPF

)
,

(25)

and the initial detection signals for individual con-
trol loops

dCA.PRIM
i = dLOOPs.or ∧ dCAM.or

i . (26)

The �nal step is to agree on the diagnosis, which
takes into account possible events reported by
ICS/IDS. The relationship between reported events
and process faults and control loops is described by
the relations RE.ICS−PF and RE.IDS−O. These rela-
tions can be written in the form of a simple binary
matrix. These matrices, for the case under consid-
eration, are presented in Tables VI and VII.

The values of the process faults indicators are
checked against the events reports from the ICS

FP =
{
fP
k

}
k=1,...,NK = 1, ∃eICS

c
RE.ICS−PF(f, c) = 1,

fP
k ∈ FPRIM, otherwise, (27)

where RE.ICS−PF(f, c) = 1 means that the c-th
event determines the presence of k-th fault.
Cybernetic attack detection signals are checked

against reports from IDS

dCA =

 1, ∃eIDS
d =1 ,

dCA.PRIM, otherwise, (28)

DCA =
{
dCA
i

}
i=1,...,NO = 1, ∃eIDS

d =1 R
E.IDS−O(i, d) = 1,

dCA.PRIM, otherwise, (29)

where RE.IDS−O(i, d) means that the d-th event de-
termines cybernetic attack on i-th control loop.

4. Prototype system implementation

The prototype implementation of the inference al-
gorithms was made in Python, and the codes were
adapted to operate in the current monitoring mode
� processing successive vectors of process data ap-
pearing with a �xed sampling period.
The structure of the implementation corresponds

to the structure of algorithm, with individual mod-
ules performing: determination of model outputs
and calculation of coe�cients for evaluating indices
of control systems, initial �ltering of signals, calcu-
lation of residuals, evaluation and �ltering of residu-
als, determination of auxiliary coe�cients, conduct-
ing proper diagnostic inference, determination of
detection indices, and �nally, reconciliation of di-
agnosis.

5. Exemplary results

For the �nal tests of IDCAPF algorithms, 8 cy-
bernetic attack scenarios were selected, one repre-
sentative of each type of attack [11], and 6 scenarios
with simulation of various types of process faults
� faults of the measuring paths of auxiliary and
regulated quantities, the measuring path of the con-
trol signal, faults of the actuators and technological
components.
For each of the selected cases, �rst, a simulation

was carried out for the same input signal time series
and process data sets covering the operation of the
object within 24 h were prepared.
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A detailed presentation and discussion of the re-
sults obtained are not within the scope of this work.
The following is only a summary and discussion of
the most important issues:

(i) A practical lack of false detections was demon-
strated, as well as a good (minimum 80%)
level of correct detection rate of a cybernetic
attack and a very good (minimum 95%) level
of isolation rate of process faults.

(ii) Detection times, both for process faults and
cybernetic attacks, were usually within 5 min.
In the case of three cybernetic attack sce-
narios, the detection time was signi�cantly
longer, which resulted from the complex na-
ture of the attack and the dependence of the
visibility of attack symptoms on the speci�c
situation in the process; at adverse times, the
e�ects of the attack are so small that they are
imperceptible by diagnostic tests. It should
be noted that this type of attack has a rel-
atively low negative impact on the course
of the technological process. Detection times
could be improved in a few cases by narrow-
ing the thresholds for evaluating residuals,
but this would result in an increase in false
positives.

(iii) The time of isolation of process faults were
within 5 min, except for two faults, where they
were 502 s and 844 s.

(iv) The agreed detection times of a cybernetic at-
tack have a wider spread. This is due, as men-
tioned earlier, to the complex nature of some
of the attack scenarios and the dependence of
the visibility of attack symptoms on the spe-
ci�c situation in the process. A signi�cantly
long detection time (about 2 h) was achieved
for three scenarios. In these cases, the system
is dealing with �poorly detectable� scenarios
� those that have little impact on the course
of the process and are poorly distinguishable
from process damage. In each of these cases,
detection of the abnormal condition is rela-
tively fast, while the agreed signal for detect-
ing a cyberattack appears only after the IDS
generates an appropriate message. Faster de-
tection of a suspicious condition by the IDS
would speed up detection based on the agreed
detection signal.

(v) In all cases, the di�erentiation of process
faults was achieved, both in relation to each
other and from the diagnosis of the detection
of a cybernetic attack. Cybernetic attack de-
tection signals for the individual loops corre-
sponded quite well to the real situation.

(vi) The use of signals from ICS and IDS made it
possible to clarify the diagnosis, both in terms
of distinguishing a cybernetic attack from pro-
cess faults and specifying the place of the cy-
bernetic attack introduction.

6. Conclusions

The proposed model of monitoring and diagnos-
tic system, consisting of the reasoning algorithm
and prototype system modules, has demonstrated
its e�ectiveness through the pilot application on a
steam line simulator. The system successfully inte-
grates parametric partial models and dedicated in-
dices for monitoring control loops performance, pro-
viding a robust framework for anomaly detection.
Integration of data from ICS and IDS signi�cantly
enhances the precision of fault isolation and the dif-
ferentiation between process faults and cybernetic
attacks. This integration allows for a comprehen-
sive diagnostic approach, leveraging both process
and cybernetic fault data.
The proposed inference algorithm, Integrated Di-

agnostics of Cybernetic Attack and Process Faults
(IDCAPF), e�ectively combines various types of
residuals and diagnostic signals. This versatility en-
sures that the system can handle a wide range
of fault scenarios, both process-related and cyber-
related.
The use of partial parametric models, including

ARX autoregressive linear models and neural mod-
els, proves to be a practical and e�cient approach
for process fault detection. Knowledge related to the
relationships describing physical phenomena occur-
ring in the process, indirectly contained in the PPM
models, can be e�ectively used to detect not only
process faults, but also the e�ects of cybernetic at-
tacks.
The model's design, both the algorithm structure

and the system modules, allows for scalability and
adaptability to di�erent industrial processes. By ad-
justing the models and diagnostic algorithms, the
system can be tailored to various types of control
loops and process con�gurations, making it a ver-
satile tool for industrial diagnostics. Of course, the
�nal accuracy of diagnosis of process faults and the
ability to detect cybernetic attacks strongly depend
on the ability to design a speci�c set of residuals, as
well as on the available events obtained from ICS
and IDS.
While the prototype system implementation for

the selected process, i.e., part of steam line,
has shown promising results, further implemen-
tation on target platforms is necessary to fully
realize its potential. The availability of compre-
hensive data from ICS and IDS will be cru-
cial during this phase, ensuring that the system
can operate e�ectively in real-world industrial envi-
ronments.
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