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In this article, we study the vortex formation in spin-1 spin–orbit coupling rotating Bose–Einstein
condensates. Numerical results are obtained by solving the spinor Gross–Pitaevskii equation. We mainly
focus on the influences of external magnetic fields on vortex structures and dynamics properties. With
the increase in magnetic field strength, the populations of magnetic components j = ±1 reach the
identical value. For the density profile, the three components present identical density structures, and
the size of condensates is nearly the same. In addition, some related physical quantities, such as the
time taken for the arrival of a steady population and root-mean-square size, kinetic energy, and total
angular momentum, are calculated. The results show that these quantities decrease as the magnetic
field strength increases. Moreover, we also investigate the time evolution of angular momentum. It is
seen that the dynamic behavior of the magnetic components j = ±1 is exactly consistent, and the total
angular momentum reduces in the presence of the strong magnetic field. This reflects the fact that the
introduction of the strong magnetic field makes it difficult to rotate the condensate, and thus, it is
disadvantageous for generating more vortices.
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1. Introduction

Rotating Bose–Einstein condensates (BECs) pro-
vide a highly controllable experimental platform for
the investigation of quantized vortices [1, 2]. Physi-
cally, a vortex is a typical topological defect with a
quantized winding number of the phase and plays
an important role in superconductors [3], helium su-
perfluids [4], and astrophysics [5]. Following the gen-
eration of quantized vortices, much attention has
been paid to the formation of vortex lattices [6],
hidden vortices [7], vortex glass state [8], and vortex
in the Berezinskii–Kosterlitz–Thouless phase tran-
sition [9], and so on. For a review of the studies of
vortex in a rotating BEC, see [10] and references
therein.

The first experimental realization of spin–orbit
coupling (SOC) by the NIST group [11] opens
an active area of research in condensed matter
physics. Generally speaking, SOC originates from
the interaction between the intrinsic spin of an
electron and the magnetic field induced by its
motion. Experimentally, SOC can lead to a va-
riety of novel topological natures, such as insu-
lators [12], superconductors [13], and semimet-
als [14]. In addition, SOC also offers a peculiar
ground for studying different contexts, including
half-quantum vortex [15], stripe phase [16], and el-
ementary excitations [17]. In addition, bright and

dark solitons [18], solitonic structures [19] in single
and multi-component BEC [20], and mixed Rashba–
Dresselhaus couplings [20] have been widely studied
in the past few years.

Recently, there has been a growing interest in
the influences of external magnetic fields on BECs.
The dynamical instability induced by the magnetic
field is studied in anti-ferromagnetic BECs [21],
where four types of instability are displayed. In [22],
the authors investigate the critical behavior of the
magnetic-field-induced phase transition via mag-
netization and specific heat measurements. The
BECs of magnons are likely to be in magnets be-
cause magnons are bosonic quasiparticles of a mag-
netically ordered system. The interaction between
magnons that affects the magnon BEC in a two-
sublattice antiferromagnet without and with an ex-
ternal magnetic field is expounded [23]. Further-
more, the interaction effect on the ground state of
BEC of charged bosons is analyzed from the view-
point of spontaneous symmetry breaking. It has
been found that the ground state of such a BEC
is a quantized vortex with large circulation [24].

Our objective in this paper is to study the ef-
fects of external magnetic fields on vortex dynam-
ics. Numerical results show that the vortex struc-
ture and vortex formation process are greatly af-
fected by magnetic fields. This article is organized
as follows. In Sect. 2, we formulate the theoretical
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model of spin-1 spin–orbit coupled rotating BECs
with homogeneous magnetic field, and the details
of the numerical method are presented. In Sect. 3,
the influences of the magnetic field on the dynamics
properties are discussed. It is shown that the pop-
ulations of magnetic components j = ±1 reach the
same value as the magnetic field strength increases.
The three components display identical density pro-
files, and the size of the condensates is nearly the
same. Additionally, the physical quantities, such as
the time taken for the arrival of a steady popula-
tion and root-mean-square (rms) size, kinetic en-
ergy, and total angular momentum, decrease with
an increase in the magnetic field strength. Further-
more, the time evolution of angular momentum for
the magnetic components j = ±1 is exactly consis-
tent, and the total angular momentum reduces in
the presence of the strong magnetic field. These re-
sults reflect the fact that the strong magnetic field is
disadvantageous for creating more vortices. Finally,
we present a brief summary in Sect. 4.

2. Theoretical model

We take into account a three-component BEC
of atom mass m in a crossed optical dipole trap.
The dynamics of the BEC in the presence of
external magnetic field B is governed by minimiz-
ing the three-dimensional (3D) energy functional
E = E1 + E2 [25, 26]. The single-particle energy
E1 is given by

E1 =

∫
dr Ψ†

[
− ~2

2m
∇2 + V3D(r) + vsoc − ΩLz

+gFµBB · F
]
Ψ , (1)

where Ψj (j=1, 0,−1) are the component wave
functions, ∇2 is the three-dimensional Laplacian,
and t is the time. The trap potential V3D =
1
2 [mω2

⊥(x2+y2) + ω2
zz

2], where ω⊥ and ωz are trap
frequencies along the radial and axial direction, re-
spectively. Now, F = (Fx, Fy, Fz) is the spin-1 ma-
trices, and spin density S =

∑
i,j ψ

∗
i Fijψj , S± =

(Sx± iSy)/
√

2. The term ΩLz appears in a system
rotating about the z-axis at a rotation frequency
Ω , where Lz = − i~(x∂y−y∂x). The Bohr magne-
ton is denoted as µB and the Landé g-factor as gF .
In (1), vsoc = − i~κ(Fx∂y − Fy∂x) is Rashba-type
SOC with strength κ. The s-wave contact interac-
tion energy is written as

E2 =
1

2

∫
dr
[
c0ρ(r) + c2S

2(r)
]
, (2)

where c0 = 4π~2

3m (a0+2a2) and c2 = 4π~2

3m (a2−a0)
are the interaction between atoms, with a0 and
a2 being two-body s-wave scattering lengths
for total spin 0 and 2, respectively. The to-
tal atomic density ρ(r) =

∑
j |Ψj(r)|2 satisfies∫

ρ(r)dr = N , where N is the total number of
atoms.

In this paper, we focus on the dynamic proper-
ties of a quasi-two-dimensional (quasi-2D) conden-
sate. In this case, the trap frequencies in the axial
direction are much greater than in the radial di-
rection. Therefore, the dynamics of the BEC in the
axial direction ground state φ(z) is frozen. The wave
function can be factorized as Ψ(r) = φ(z)ψ(x, y) =

1
(2πdz)1/4

exp(− z2

4d2z
)ψ(x, y), where ψ(x, y) is the 2D

wave function in the x–y plane and dz =
√
ω⊥/ωz.

By using the variational procedure (i−γ)~∂Ψi =
δE/δΨ∗i , one can obtain the coupled 2D Gross–
Pitaevskii (GP) equation for the radial wave func-
tion ψj

(i − γ)
∂ψ1

∂t
=

[
−1

2
∆2 + V2D + βnn+ βs

(
n1+n0−n−1

)
− ΩLz

]
ψ1 + βsψ

∗
−1φ

2
0 +Bψ0 + λ

(
i∂y + ∂x

)
ψ0,

(i − γ)
∂ψ0

∂t
=

[
−1

2
∆2 + V2D + βnn+ βs

(
n1+n−1

)
− ΩLz

]
ψ0 + 2βsψ1ψ−1ψ

∗
0 +B

(
ψ1 + ψ−1

)
+λ
[(

i∂y − ∂x
)
ψ1 +

(
i∂y + ∂x

)
ψ−1

]
,

(i − γ)
∂ψ−1
∂t

=

[
−1

2
∆2 + V2D + βnn+ βs

(
n0+n−1−n1

)
− ΩLz

]
ψ−1 + βsψ

∗
1ψ

2
0 +Bψ0 + λ

(
i∂y − ∂x

)
ψ0,

(3)

where ∆2 = ∂xx+∂yy, V2D = 1
2 (x2+y2). In (3),

nj = |ψj |2 is the density of the j-th component,
and the population of the hyperfine state is Nj =∫

dr nj . The total density n =
∑
j nj , and the

wave function is normalized to the total number of

atoms N =
∑
j Nj . The spin-independent and spin-

dependent interactions are βn = 2N(a0+2a2)
3

√
πωzm

~
and βs = 2N(a0−a2)

3

√
πωzm

~ . In turn, λ is the
SOC strength. Note that the γ parameter accounts
for the dissipation, and it relaxes the condensate
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into the stationary pattern and is assumed to be
γ = 0.03. The assumption is reasonable and is uti-
lized in the pioneering work [27]. Here, the unit of
length, time, energy, angular momentum, rotation
frequency, and SOC strength for dimensionless cal-
culation are

√
~/(mω⊥), 1/ω⊥, ~ω⊥, ~, ω⊥, and√

~ω⊥/m, respectively.
Numerically, we initially prepare the stable

ground state wave function by solving equation (3)
using the imaginary time evolution approach [28]
without rotating, dissipation, and external mag-
netic field. Namely, the initial states of the BEC
are in the F = 1 hyperfine ground state. The dy-
namic evolution is performed by the split operator
method [29]. The specific steps are as follows

(
i − γ

)
∂tψj =

(
− 1

2
∂xx − iΩy∂x

)
ψj ,(

i − γ
)
∂tψj = HAψj ,(

i − γ
)
∂tψj = HBψj ,(

i − γ
)
∂tψj =

(
− 1

2
∂yy + iΩx∂y

)
ψj ,

(4)
where HA and HB are 3× 3 matrix operators, their
expressions defined as

HA = λ

 0 i∂y + ∂x 0

i∂y − ∂x 0 i∂y + ∂x

0 i∂y − ∂x 0

 (5)

and

HB =

V2D + βnn+ βs
(
n1+n0−n−1

)
βsψ0ψ

∗
−1 +B 0

βsψ
∗
0ψ−1 +B V2D + βnn+ βs

(
n1+n−1

)
βsψ

∗
0ψ1 +B

0 βsψ0ψ
∗
1 +B V2D + βnn+ βs

(
n0+n−1−n1

)
 .

(6)

It is important to emphasize that the norm of
the wave function does not conserve in the time
evolution of (3). This is due to the influence of
dissipation. To address this issue, we treat the
chemical potential as time-dependent to ensure the
normalization of the wave function. Technically,
the kinetic energy term is calculated by the pseu-
dospectral method [30], and the matrices HA and
HB are solved using the numerical diagonalization
method [31]. The space and time steps in our cal-
culation are 0.125 and 0.001, respectively. Such a
choice of step lies in that it can quickly converge to
the ground state, and the split operator method for
dynamic is much easier to implement.

3. Results and discussion

The richness of the present system lies in the
large number of free parameters, which include the
strength of the contact interactions, SOC, rotation
frequency, and external magnetic field. In the fol-
lowing, we consider N = 6000 condensated 87Rb
atoms. The s-wave scattering length a0 = 101.8aB
and a2 = 100.4aB, where aB is Bohr radius. The
trap frequencies for the radial and axial direction
are ω⊥,z = 2π × (10, 100) Hz. Under this con-
dition, the dimensionless contact interactions are
βn = 1488.25 and βs = −6.89. To highlight the ef-
fect of the external magnetic field, we fix βn, βs and
set λ = 1.0, Ω = 0.6ω⊥, with the implicit assump-
tion that the dynamics properties are dominated by
the external magnetic fields.

We first discuss the populations of magnetic com-
ponents for different magnetic field strengths. We
focus on the time scale of the population oscillation.

Figure 1a shows the time evolution of the popula-
tion at a weak magnetic field B = 0.01 mG. The
black, red, and blue lines represent j = 1, 0, and −1,
respectively. These lines fast oscillate from t = 0
to a certain time and finally reach a fixed value.
We define this certain time as ta. Namely, ta is
the time needed to reach a steady population. It
is clear that coherent oscillations are observed. Co-
herent oscillations mean that the transfer of popula-
tion persists over time and does not become chaotic
even for large times. In addition, the fixed value is
distinct for three components, and ta is about 32.
With an increase in magnetic field B = 0.05 mG
in Fig. 1b, it is found that the components j = ±1
fluctuate around the almost same value, and ta de-
creases to 16.3. This result reflects that increasing
magnetic field strength enables reaching the steady
state faster. Moreover, this point is further verified
in the case of B = 0.1 mG and B = 0.5 mG, which is
displayed in Fig. 1c and d, respectively. It is obvious
that ta significantly decreases, and the populations
for components j = ±1 are identical. In Fig. 2a, we
plot ta as a function of magnetic field strength.

The magnitude of kinetic energy Ek is a signifi-
cant physical quantity in the dynamics process. In
earlier work [32], the variation of kinetic energy in
spin-1 antiferromagnetic 23Na condensate is shown
with zero magnetic field. In addition, the rotating
external magnetic field is applied to the Bose gas of
magnetic atoms. Here, we investigate this issue for
different magnetic field strengths. Figure 3 displays
Ek as a function of time t at various magnetic field
strengths. It is remarkable that Ek slowly increases
and then saturates for B = 0.01, 0.05, 0.1 mG.
However, as magnetic field strength is increased
to B = 0.5 mG, Ek spikes to a peak and then
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Fig. 1. Populations of atom clouds Nj/N as a function of time t. The magnetic fields are (a) B = 0.01 mG,
(b) B = 0.05 mG, (c) B = 0.1 mG, and (d) B = 0.5 mG. The black, red, and blue lines represent j = 1, 0,
−1 components, respectively. Simulation parameters: βn = 1488.25, βs = −6.89, λ = 1.0, and Ω = 0.6ω⊥. The
units of time and strength of SOC are ω−1

⊥ and
√

~ω⊥/m, respectively.

Fig. 2. Effects of external magnetic field on some physical quantities; (a) the time needed to reach a steady
population ta and rms size tb; (b) kinetic energy Ek; and (c) total angular momentum 〈Lz〉. From left to
right, the four points correspond to magnetic field strength B = 0.01 mG, 0.05 mG, 0.1 mG, and 0.5 mG,
respectively. Simulation parameters: βn = 1488.25, βs = −6.89, λ = 1.0, and Ω = 0.6ω⊥. The units of time,
energy, angular momentum, and strength of SOC are ω−1

⊥ , ~ω⊥, ~ and
√

~ω⊥/m, respectively.

decreases sharply to a steady level. Moreover, it is
worth mentioning that a key feature of our numeri-
cal results for the kinetic energy in the steady state
is that it decreases with the increase in magnetic
field strength, as displayed in Fig. 2b. The phys-
ical mechanism can be explained as follows. Our
result shows that the time spent for the formation
of steady-state vortices decreases with the increase
in magnetic field strength. As for the dynamic
evolution process, the steady-state vortices imply
that the system arrives in an ordered state. From

the point of classical mechanics, when the system is
in an ordered state, the movement of the atom de-
celerates and thus leads to smaller kinetic energy.
In addition, the same time for the kinetic energy
to settle down at different external magnetic fields
indicates that the magnetic field is irrespective of
this time scale.

To get a better insight into the role of the exter-
nal magnetic field, we analyze the spatial structure
of different components. Figure 4 shows the time
development of density profiles at B = 0.01 mG.
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Fig. 3. Time evolution of the kinetic energy Ek

as a function of t. The black, red, blue, and green
lines represent the case of B = 0.01 mG, 0.05 mG,
0.1 mG, and 0.5 mG, respectively. Simulation pa-
rameters: βn = 1488.25, βs = −6.89, λ = 1.0, and
Ω = 0.6ω⊥. The units of time, energy, and strength
of SOC are ω−1

⊥ , ~ω⊥, and
√

~ω⊥/m, respectively.

Fig. 4. Density profiles for the spin-1 BEC of 87Rb
atom. From top to bottom, the rows represent n1,
n0, and n−1. From left to right, the columns repre-
sent (a) t = 20, (b) t = 40, (c) t = 60, (d) t = 80,
(e) t = 100. Simulation parameters: βn = 1488.25,
βs = −6.89, λ = 1.0, Ω = 0.6ω⊥, and B = 0.01 mG.
The units of time, length, and strength of SOC are
ω−1
⊥ ,

√
~/(mω⊥) and

√
~ω⊥/m, respectively..

From top to bottom, the rows represent n1, n0, and
n−1, respectively. We take the components j = 0
to expound the change in vortex structure, and the
evolution process of component j = ±1 is similar
to the case of j = 0. At t = 20, the surface of
BECs becomes unstable, and ripples are induced.
Then, these ripples gradually develop into vortices
and achieve a stable configuration at time t = 100.
As a result, a circular vortex necklace forms. The
characteristic of a vortex necklace is that vortices
link up with each other in a ring. Moreover, we
note that this configuration is also observed in anti-
ferromagnetic SOC spin-1 BECs [33] and rotating
binary BECs [34].

Fig. 5. Density profiles for the spin-1 BEC of 87Rb
atom. From top to bottom, the rows represent n1,
n0, and n−1. From left to right, the columns repre-
sent (a) t = 20, (b) t = 40, (c) t = 60, (d) t = 80,
(e) t = 100. Simulation parameters: βn = 1488.25,
βs = −6.89, λ = 1.0, Ω = 0.6, and B = 0.5 mG.
The units of time, length, and strength of SOC are
ω−1
⊥ ,

√
~/(mω⊥) and

√
~ω⊥/m, respectively.

When the magnetic field strength is increased,
the difference occurs in density profiles. Figure 5
displays the time development with B = 0.5 mG.
At t = 20, the space structure of the three compo-
nents and the size of the condensate are nearly the
same. Despite small structural adjustments, such
features are kept until t = 100. Note that the size
of the three components is different in the case of
B = 0.01 mG. To more precisely examine the size
change of condensates, we plot the time evolution
of rms size Rrms =

√
〈x2〉+ 〈y2〉 [35] in units of√

~/mω⊥, 〈A〉 =
∫ ∫

dxdy ψ?Aψ, which is shown
in Fig. 6. The black, red, and blue lines represent
components j=1, 0, and -1, respectively. Similarly,
we find that these lines fast oscillate from t = 0 to
a certain time and then remain almost unchanged.
We define tb as the time needed to reach the steady
rms size, and it significantly reduces as the mag-
netic field strength increases. Moreover, the depen-
dence of tb on magnetic field strength B is shown
in Fig. 2a. It is obvious that tb is approximately
equal to ta.

In rotating BECs, the vortex formation can
be quantitatively described by angular momentum
〈Lz〉j , which is defined as

〈Lz〉j = − i

∫ ∫
dxdy ψ?j

(
x∂y − y∂x

)
ψj . (7)

Figure 7 shows the time evolution of 〈Lz〉j per atom
with respect to time t for magnetic field strength.
Overall, 〈Lz〉j gradually increases with some os-
cillations and then attains a steady value. This
means that a stable vortex lattice is formed. In
this process, the evolution behavior is different for
B = 0.01 mG, and 〈Lz〉j presents three values. As
a consequence, the atom density in three compo-
nents presents three structures. With the increase
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Fig. 6. Numerical result for rms size for the component wave functions ψj as a function of time t. The external
magnetic fields are (a) B = 0.01 mG, (b) B = 0.05 mG, (c) B = 0.1 mG, and (d) B = 0.5 mG. Simulation
parameters: βn = 1488.25, βs = −6.89, λ = 1.0, and Ω = 0.6ω⊥. The units of time, rms size, and strength of
SOC are ω−1

⊥ ,
√

~/(mω⊥), and
√

~ω⊥/m, respectively.

Fig. 7. Time evolution of the angular momentum 〈Lz〉j as a function of time t. The black, red, and blue lines
represent 〈Lz〉1, 〈Lz〉0, and 〈Lz〉−1, respectively. The magnetic fields are (a)B = 0.01 mG, (b)B = 0.05 mG, (c)
B = 0.1 mG, and (d) B = 0.5 mG. Simulation parameters: βn = 1488.25, βs = −6.89, λ = 1.0, and Ω = 0.6ω⊥.
The units of time, angular momentum, and strength of SOC are ω−1

⊥ , ~, and
√

~ω⊥/m, respectively.
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in magnetic field strength B = 0.5 mG, however,
the behavior is exactly coincident for components
j = ±1 and thus 〈Lz〉1=〈Lz〉−1. In this case, the
same vortex structure is seen in j = ±1. In addition,
we also note that 〈Lz〉0 > 〈Lz〉1. The difference may
be attributed to the inhomogeneous density. Fur-
thermore, we calculate the total angular momen-
tum 〈Lz〉 = 〈Lz〉1 + 〈Lz〉0 + 〈Lz〉−1, which is shown
in Fig. 2c. It is evident that increasing magnetic
field strength leads to a decrease in the total an-
gular momentum. This fact suggests that a strong
magnetic field is unfavorable for creating more
vortices.

Before conclusion, we would like to point out that
the results presented above can be further extended
to other situations. In this article, we consider the
external magnetic field to be homogeneous. Re-
cently, the gradient magnetic field has been widely
discussed, and many novel properties have been
found [36–38]. It is estimated that the physical pic-
ture may be different from the results in this paper.
In addition, it is known that vortices in BECs can
be generated via an artificial magnetic field [39, 40].
In this case, instead of following the axis of rota-
tion, the vortex structures are modulated by the
geometry of the magnetic field profiles. Therefore,
the tunable creation of an artificial magnetic field is
the other feasible route to investigating the vortex
formation process.

4. Conclusions

In conclusion, we study the vortex formation in
spin-1 SOC rotating BECs with homogeneous mag-
netic fields. Our results show that the vortex dy-
namics are greatly influenced by magnetic field.
With an increase in magnetic field strength, the
populations of magnetic components j = ±1 go
from two independent values to approximately the
same value. In addition, the time needed to reach
the steady state dramatically decreases. In addi-
tion, the amount of kinetic energy also displays a
similar variation trend. As for the density profile,
we find that the three components possess iden-
tical patterns, and the size of the condensates is
nearly the same. The quantitative calculation shows
that the time taken for the arrival of steady rms
size significantly reduces. Finally, we analyze the
time evolution of angular momentum. It is indicated
that the behavior for the components j = ±1 is
exactly coincident, and the total angular momen-
tum decreases, which implies that a strong mag-
netic field is disadvantageous for generating more
vortices.
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