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This paper establishes a quantum rectangular heat engine model by applying finite-time thermody-
namics. The working medium is countless particles trapped in a one-dimensional infinite potential well.
Taking into account heat leakage between the system and the outside, expressions for thermal effi-
ciency (η), dimensionless power (P̄ ), and dimensionless efficient power (W̄ep) of quantum rectangular
heat engine are derived, and its optimal performance is studied. System performance P̄ , η, and W̄ep

are optimized firstly by taking the width ratio of the potential well as the optimization variable. The
outcomes show that the relationship curve between P̄ and η is a loop-shaped curve. With an increase
in heat leakage coefficient, the optimal design range of the quantum rectangular heat engine becomes
smaller. The relationship curve between the efficient power and width ratio of the potential well is
parabolic-like. The relationship curve between W̄ep and η is a loop-shaped curve. The efficiency of the
quantum rectangular heat engine at W̄epmax operating point is greater than that at P̄max operating
point. Secondly, multi-objective optimization is applied with η, P̄ , and W̄ep as optimization objectives
by applying NSGA-II, and the optimal design scheme is achieved by applying TOPSIS, LINMAP, and
Shannon entropy decision-making approaches. The smallest deviation index inferred by the Shannon
entropy approach is 0.0269. The design scheme is closest to the ideal scheme.

topics: finite-time thermodynamics; quantum rectangular heat engine (QRHE); power, multi-objective
optimization, thermal efficiency and efficient power

1. Introduction

In the wake of the advancement of micro–nano
and low-temperature technology, the quantum char-
acteristics of the thermodynamic cycle should be
considered when analyzing and optimizing the
quantum thermodynamic cycle [1–6]. Since Scovil
and Schulz–DuBois [7] first proposed a three-level
quantum heat engine model in 1959, many schol-
ars have proposed quantum energy conversion de-
vices and quantum thermodynamic cycles using var-
ious quantum systems as working fluids, such as
particles in one-dimensional infinite potential well
(OIPW) [8], relativistic particles in OIPW [9], spin
system [10], resonance subsystem [11], quantum
gas [12], etc. Using these common quantum working
media (WM) and applying finite-time thermody-
namics (FTT) [13–27], many scholars have studied

the thermodynamic properties of quantum Stirling
cycle [8], Carnot cycle [10, 11, 28], Diesel cycle [29],
Brayton cycle [30, 31], Otto cycle [32, 33], etc. and
got numerous meaningful results.

Among the optimized performance parameters
of heat engines, power and efficiency have been
widely studied as the two most important per-
formance parameters [34–37]. In addition, efficient
power (product of efficiency and power) is also
one of the important performance indicators, which
was first proposed by Yan [38] and named by Yil-
maz [39]. Subsequently, many scholars have opti-
mized the performance of various macro and quan-
tum thermal cycles with efficient power as the op-
timization objective [40–42]. By using this objec-
tive, Quan et al. [40] investigated the properties of
a quantum Carnot heat engine. Singh [41] studied
the properties of a three-level quantum heat engine.
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Kaur et al. [42] optimized the performance of an en-
doreversible quantum dot heat engine. At present,
much research shows that the efficiency and power
of the forward-cycle can be achieved with larger val-
ues at the maximum efficient power point.

A new forward-cycle model is the rectangular cy-
cle, which has two isochoric processes and two iso-
baric processes. It is so named because it is shown as
a rectangle on the pressure–volume chart. Da Silva
Ferreira [43] was the first to obtain the output power
and efficiency formula of the rectangular cycle by
applying classical thermodynamic theory. On this
basis, Liu et al. [44] applied the theory of FTT to
study power and efficiency characteristics with an
air standard endoreversible rectangular cycle model
with heat transfer losses. The performance of the ir-
reversible rectangular cycle considering heat trans-
fer losses and friction factor was also analyzed by
Liu et al. [44]. Wang et al. [45, 46] investigated the
influence of the specific-heat model of WM on the
performance of endoreversible and irreversible rect-
angular cycles. Articles [43–46] all concern macro-
scopic rectangular cycle as the study object without
considering the quantum properties of the working
medium.

A thermal cycle often has multiple objective func-
tions. If a single objective is used to optimize the
system, it is often impossible to balance the rela-
tionship between the different objective functions,
and thus the cycle performance cannot be opti-
mized. In an effort to weigh the merits and de-
merits of each performance index, many researchers
presented the idea of multi-objective optimization
(MOO) [44–47]. Ahmadi et al. [47] investigated the
efficiency, power, and pressure loss features of the
Stirling heat engine cycle and applied the NSGA
algorithm to carry out triple-objective optimiza-
tion. Gong et al. [48] and Liu et al. [49] stud-
ied power density and efficient power features of
the endoreversible macro rectangular cycle and ap-
plied the NSGA-II algorithm to further realize the
four-objective optimization of the macro irreversible
rectangular cycle. Qiu et al. [50, 51] investigated
the efficient power characteristics of simple endore-
versible and irreversible closed Brayton cycles and
applied the NSGA-II algorithm to optimize five ob-
jectives: cycle thermal efficiency, power, power den-
sity, ecological function, and efficient power. NSGA-
II algorithm has also been applied to MOOs for
other macro thermal cycles and processes, such as
Dual [52], Stirling [53], porous medium cycle [54],
organic Rankine cycle [55], chemical pump [56],
Otto cycle [57], and membrane reactors [58, 59].

In the field of quantum thermodynamics, Erdman
et al. [60] used reinforcement learning to identify the
Pareto frontier of quantum dot heat engine driven
by quantum fluctuations, and the optimization re-
sults took into account both power and efficiency.

On the basis of [44–46, 48, 49], this paper will
first introduce FTT theory to the quantum rect-
angular heat engine (QRHE) cycle with WM of

countless particles trapped in OIPW. The QRHE
cycle consists of four processes: (i) equal potential
well width heat absorption process, (ii) equal po-
tential well force heat absorption process, (iii) equal
potential well width heat release process, and (iv)
equal potential well force heat release process. As-
suming that the wall of the potential well moves
with a constant velocity and considering heat leak-
age loss between the heat source and sink, expres-
sions for thermal efficiency (η), dimensionless power
(P̄ ), and dimensionless efficient power (W̄ep) of the
QRHE cycle will be derived, and its optimal per-
formance will be studied. System performances P̄ ,
η, and W̄ep will be optimized firstly by taking the
width ratio of potential well as the optimization
variable. Secondly, MOO will be applied with P̄ , η,
and W̄ep as optimization objectives, and the optimal
design scheme will be achieved by applying TOP-
SIS, LINMAP, and Shannon entropy approaches.

2. Quantum-mechanical description
of the system

According to [61], considering the particle
trapped in OIPW, its wave function satisfies

d2φ(x)

dx2
+

2mE

~2
ψ(x) = 0, (1)

where ψ(x) is the wave function required to satisfy
boundary conditions ψ(0) = 0 and ψ(L) = 0, m is
the mass of a particle, } is the scaled Planck con-
stant, and E is the energy eigenvalue of particle.
The wave function may be given by

ψ(x) =

∞∑
n=1

an

√
2

L
sin
(nπ
L
x
)

(n = 1, 2, . . . ).
(2)

The coefficient an satisfies the normalization condi-
tion

∞∑
n=1

|an|2 =

∞∑
n=1

pn = 1, (3)

where pn = |an|2 is the probability of particles ap-
pearing at the n-th energy level. According to [61],
the energy eigenvalue of the particle is expressed as
follows

En =
π2}2

2mL2
n2 (n = 1, 2, . . . ), (4)

where n is a quantum number. Therefore, the ex-
pected value of the Hamiltonian of the system is

E(L) =

∞∑
n=1

|an|2En =

∞∑
n=1

pnEn. (5)

In the macro thermodynamic cycle, the system
can work externally through the reciprocating mo-
tion of the piston. In the quantum cycle, accord-
ing to [62, 63], it can be assumed that the poten-
tial well wall of OIPW reciprocates, thus realizing
the external work of the system. The energy eigen-
value and wave function of the system are functions
of the width (L) of the potential well. With the
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change in width (L), they change. Therefore, the
generalized force applied to the wall of a potential
well is

Yn = − dW

dyn
, (6)

where dyn stands for generalized displacement cor-
responding to generalized force Yn. Differentiating
(5) yields

dE(L) =

∞∑
n=1

(pndEn + Endpn), (7)

dE(L) = dQ− F dL. (8)

From (4)–(8), one can find that the force applied
to the wall of the potential well is

F = − dE

dL
=

∞∑
n=1

pn
π2}2

mL3
n2. (9)

3. QRHE cycle

In this paper, the particles in OIPW are taken
as WM. The cycling WM is composed of count-
less identical particles. According to [64, 65], only
the first excited and ground states are consid-
ered. In a multi-stage system, the occupancy
probability of the n-th excited state is pn =
exp(−En/(kBT ))/

∑
n exp(−En/(kBT )). It can be

concluded that the occupancy probability pn de-
creases with the increase in En and the decrease
in T . At an extremely low-temperature environ-
ment, the occupancy probability in the n-th (n > 2)
excited state can be ignored, and only the lowest
two energy levels can be considered. Of course, a
two-stage system is simpler than a multi-stage sys-
tem. On the other hand, two-stage systems can of-
ten be seen in quantum energy conversion systems.
Therefore, only the first excited and ground states
are considered. The probabilities of particles at each
energy level are described by the Gibbs distribution.
Figures 1 and 2 are, respectively, the F–L diagram
and T–s diagram of the QRHE model.

The QRHE cycle consists of two equal potential
well force processes and two equal potential well
width processes, which correspond to the isobaric
process and isochoric process in the macro thermo-
dynamic cycle, respectively. The cycle is an irre-
versible quantum cycle with a heat leakage loss be-
tween the source and the sink.

Thin layers grown alternately by two different
semiconductor materials will form a multi-layer
structure. According to [66], if the width of the
thin layer reaches the quantum scale, this multi-
layer structure can be called a quantum well. Be-
cause it is limited by quantum scale (compara-
ble to the de Broglie wavelength of particles) in
one direction and macroscopic scale in the other
two directions, the energy level of particles in the
thin layer can be described by OIPW. According
to [67], the common method of fabricating quantum

Fig. 1. F–L diagram of QRHE cycle.

Fig. 2. T–s diagram of QRHE cycle.

wells is to place a narrow-bandgap semiconductor,
e.g., typical InGaAs/GaAs quantum wells, between
two wide-bandgap semiconducting materials. Holes,
electrons, or excitons in quantum wells can form
discrete energy levels on the basis of the quantum
effect. According to [68, 69], with the realization of
various quantum heat engine cycles in experiments,
it is believed that in the near future, quantum rect-
angular cycles can also be realized in the laboratory.

Process 1 → 2 involves placing force sensors at
both ends of the multi-layer structure. As the sys-
tem absorbs heat from a high-temperature source,
external voltage U(t) is used to adjust the width of
the thin layer to keep the reading of the force sensor
unchanged. In the 2→ 3 process, the external volt-
age U(t) is kept constant. The particles in the trap
experience a process of equal potential well width.
Processes 3→ 4 and 4→ 1 are similar to processes
1→ 2 and 2→ 3. Since both the source and sink in-
teract with trapped particles through a multi-layer
structure, there exists heat leakage (Qe) between
source and sink. This article mainly studies the ef-
fect of the potential well width ratio on the perfor-
mance of quantum rectangular cycles. The width
ratio of the potential well can be determined by the
width ratio of the initial and final state of the pro-
cess when both ends of the sample are free ends.
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3.1. Equal potential well force endothermic process

Process 1 → 2 is an endothermic process with
equal potential well force. The force acting on the
potential well wall does not vary during this process,
which is similar to the isobaric process in the macro
cycle. Therefore, one has

dQ = dE + Fconst dL. (10)

When the system is in state point 1, the force ap-
plied to the potential well wall is

F1 = p11F11 + p12F12 =
π2}2

mL3
1

(1 + 3p12), (11)

where pik is the occupancy probability of particles
(i = 1, 2, 3, 4 represents the state point; k = 1
represents the ground state, and k = 2 repre-
sents the first excited state); Fik is the force ex-
erted by the particles on the wall of the poten-
tial well (i = 1, 2, 3, 4 represents the state point;
k = 1 represents the ground state, and k = 2 repre-
sents the first excited state). When the system is in
state point 2, the force applied to the potential well
wall is

F2 = p21F21 + p22F22 =
π2}2

mL3
2

(1 + 3p22). (12)

Force on the wall of the potential well is constant
from the state point 1 to the state point 2. From
(11) and (12), one has

1

L3
1

(1 + 3p12) =
1

L3
2

(1 + 3p22). (13)

Because this process is an equipotential well force
process, one has

F1 = F1−2 = F2, (14)

where Fi−i′ is the force exerted by the particles
on the wall of the potential well during the cycle
(i = 1, 2, 3, 4 represents the state point, i′ = 1, 2, 3, 4
represents the state point). Therefore, the external
work of the system in process 1→ 2 is

W12 =

∫ L2

L1

dL F1−2 =
π2}2

mL3
1

(1+3p12)(L2−L1).

(15)

At state point 1, the total energy is

E1 = p11E11 + p12E12 =
π2}2

2mL2
1

(1 + 3p12). (16)

At state point 2, the total energy is

E2 = p21E21 + p22E22 =
π2}2

2mL2
2

(1 + 3p22). (17)

According to [8, 9], substituting (15)–(17) into (10)
yields absorbed heat

Q12 = E2 − E1 +W12 =

π2}2

2mL2
1

[(L2
1

L2
2

+
3L2

1

L2
2

p22 − 1− 3p12

)
+(1 + 3p12)

(L2

L1
− 1
)]
. (18)

3.2. Equal potential well width exothermic process

Process 2 → 3 is an exothermic process with
equal potential well width. The width of the wall
of the potential well does not vary during this pro-
cess. The system does not exchange work with the
external environment, which is analogous to the fact
that the volume remains unchanged under the iso-
choric process in the macro cycle. The first law of
thermodynamics can be given as

dQ = dE. (19)
At state point 3, the total energy is

E3 = p31E31 + p32E32 =
π2}2

2mL2
2

(1 + 3p32). (20)

Substituting (17)–(20) into (19) yields heat released
by the system in this process

Q23 = E3 − E2 =
3π2}2

2mL3
2

(p32 − p22). (21)

3.3. Equal potential well force exothermic process

Process 3 → 4 is an exothermic process with
equal potential well force. When the system is in
state point 3, the force applied to the potential well
wall is

F3 = p31F31 + p32F32 =
π2}2

mL3
2

(1 + 3p32). (22)

When the system is in state point 4, the force ap-
plied to the potential well wall is

F4 = p41F41 + p42F42 =
π2}2

mL3
1

(1 + 3p42). (23)

From state point 3 to state point 4, the force ap-
plied to the wall of the potential well is constant.
From (11) and (12), one has

1

L3
2

(1 + 3p32) =
1

L3
1

(1 + 3p42). (24)

In an equipotential well force process, there is
F3 = F3−4 = F4. (25)

Therefore, the external work of the system in pro-
cess 3→ 4 is

W34 =

∫ L1

L2

dL F3−4 =
π2}2

mL3
1

(1 + 3p42)(L1−L2).

(26)
At state point 4, total energy is

E4 = p41E41 + p42E42 =
π2}2

2mL2
1

(1 + 3p42). (27)

Substituting (20), (26), and (27) into (10) yields
heat released in this process as follows

Q34 = E4 − E3 +W34 =

π2}2

2mL2
1

[(
1 + 3p42 −

L2
1

L2
2

− 3L2
1

L2
2

p32

)
+(1 + 3p42)

(
1− L2

L1

)]
. (28)
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3.4. Equal potential well width endothermic
process

Process 4 → 1 is an endothermic process with
equal potential well width. Substituting (16) and
(27) into (19) yields heat absorbed during this pro-
cess

Q41 = E1 − E4 =
3π2}2

2mL3
1

(p12−p42). (29)

4. Main performance parameters
of QRHE cycle

In the actual process, there is heat leak-
age between the source and the sink. According
to [8, 9, 61], it can be assumed that the heat leakage
between high and low-temperature heat sources in
each cycle is part of the ground state energy at the
midpoint of the F–L plane. The heat leakage rate
is defined by

Q̇i =
π2}2

2mL2
1

α, (30)

where α [s−1] is a constant. Heat leakage amount
per cycle is

Qe = Q̇iτ, (31)
where τ is the cycle period. Therefore, it can be ob-
tained from (18), (30), and (32) that heat absorbed
from a high-temperature source can be described as

QH = Q41 +Q12 +Qe =

π2}2

2mL2
1

[(L2
1

L2
2

+
3L2

1

L2
2

p22 − 1− 3p42

)
+(1 + 3p12)

(L2

L1
− 1
)

+ ατ

]
. (32)

It can be obtained from (18), (30), and (32) that
heat released to a low-temperature sink is

QL = Q23 +Q34 +Qe =

π2}2

2mL2
1

[(
1 + 3p42 −

L2
1

L2
2

− 3L2
1

L2
2

p22

)
+(1 + 3p42)

(
1− L2

L1

)
+ ατ

]
. (33)

The relaxation time of the quantum system is
in the order of }/E. If the cycle period is slow
(}/E � τ) relative to this time, these processes
can be regarded as infinitely slow and can be re-
garded as quasi-static processes. It is assumed that
the wall motion of OIPW is similar to the piston
motion in the macro thermodynamic cycle, accord-
ing to [67, 70]. The wall of the potential well is

assumed to move with velocity v(t), and the av-
erage velocity is v̄. One can obtain

L2−L1 =

∫ L2

L1

dt v(t) = v̄τ12. (34)

In the cycle process 1 → 2 and process 3 → 4, the
required time is

τ12 = τ34 =
L2−L1

v̄
. (35)

The internal energy of the system changes during
cycle process 2 → 3 and process 4 → 1. Similar to
the macro thermodynamic process, the internal en-
ergy of the system in this process is a single-valued
function of the temperature. The change rates of
internal energy and temperature of the system as
functions of time are assumed to be constants. Sup-
pose that the change rate of system temperature
with time is

dT

dt
= ±Mi, (36)

whereM is the average change rate of WM temper-
ature with time in the process of equal potential well
width. The negative sign indicates exothermic pro-
cess 2 → 3 (i = 1), and the positive sign indicates
endothermic process 4 → 1 (i = 2). Therefore, the
time required for process 2 → 3 and process 4 → 1
can be obtained as

τ23 =
T2 − T3

M1
, (37)

τ41 =
T1 − T4

M2
. (38)

The cycle period can be obtained from (36), (38),
and (39) as follows

τ = τ12 + τ23 + τ34 + τ41 =

2(L2−L1)

v̄
+
T2 − T3

M1
+
T1 − T4

M2
. (39)

The net work done by the system can be obtained
from (15) and (26) as follows

W =
3π2}2

mL3
1

(p12−p42)(L2−L1). (40)

The power of the QRHE cycle can be expressed
as

P =
W

τ
=

3π2}2v̄

2mL3
1

(x− 1)(p12−p42)

×
[
(x−1) +

v̄T4

2L1M1

(
T2

T4
−T3

T4

)
+
v̄T4 (r − 1)

2L1M2

]−1

,

(41)
where x = L2/L1 (x>1) is the potential well width
ratio, and r = T1/T4 (r>1) is the ratio of the tem-
perature of WM.

The thermal efficiency of the QRHE cycle is

η =
W

QH
=

6(x− 1)(p12−p42)(
1
x2 + 3

x2 p22 − 1− 3p42

)
+(1+3p12)(x−1)+α

[
(x− 1) + v̄T4

2L1M1
(T2

T4
−T3

T4
)+ v̄T4

2L1M2
(r − 1)

] . (42)
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Dimensionless power of QRHE cycle is defined as
P̄ = P/Pmax. (43)

According to [38, 39], the efficient power of the QRHE cycle is defined as

Wep = Pη =
6(x− 1)2(p12−p42)2

[
(x− 1) + v̄T4

2L1M1
(T2

T4
− T3

T4
) + v̄T4

2L1M2
(r − 1)

]−1

(
1
x2 + 3

x2 p22 − 1− 3p42

)
+(1 + 3p12)(x− 1)+α

[
(x− 1)+ v̄T4

2L1M1
(T2

T4
− T3

T4
)+ v̄T4

2L1M2
(r − 1)

] .
(44)

According to [71], the dimensionless efficient
power of the QRHE cycle is defined as

W̄ep = Wep/(Wep)max. (45)
The occupancy probability of the first excited state
of the system in each state i (i = 1, 2, 3, 4) is given
by Gibbs distribution [9, 72]

p12 = 1/
[
1 + exp

(
∆1/(kBT1)

)]
, (46)

p22 = 1/
[
1 + exp

(
∆2/(kBT2)

)]
, (47)

p32 = 1/
[
1 + exp

(
∆3/(kBT3)

)]
, (48)

p42 = 1/
[
1 + exp

(
∆4/(kBT4)

)]
, (49)

where ∆i = Ei2 − Ei1 is the energy level width of
each state i (i = 1, 2, 3, 4), and kB is Boltzmann
constant.

From (4), one can obtain

∆1 = ∆4 =
3π2}2

2mL2
1

, (50)

∆2 = ∆3 =
3π2}2

2mL2
2

. (51)

From (13), one can obtain
p22 =

[
x3(1 + 3p12)− 1

]
/3. (52)

From (24), one can obtain
p32 =

[
x3(1 + 3p42)− 1

]
/3. (53)

From (46), (49), and (50), one can obtain

p42 = 1/
[
1 + exp

(
(ln(1/p12 − 1))r

)]
. (54)

5. Single-objective performance analysis and
optimization of QRHE cycle

Take ξ1 = v̄T4

2L1M1
= 0.08 and ξ2 = v̄T4

2L1M2
= 0.06

in the calculations, where ξ1 and ξ2 are dimension-
less pure numbers determined by the system.

5.1. Dimensionless power and thermal efficiency

Figures 3–5 show the effects of cyclic parameters
on P̄ and η characteristics. Figures 3 and 4 show
the variation trends of P̄ and η with p1 (occupa-
tion probabilities of the particles in the first excited
state at state point 1) and x, respectively. In the

Fig. 3. Characteristics of P̄ versus x and p1.

Fig. 4. Characteristics of η versus x and p1.

calculation, the temperature ratio r = 2 of WM
and α = 0.1 are taken. Figure 3 shows that the
change trend of P̄ with x(p1) presents a convex
and monotonous relationship, and there are P̄max

and a corresponding optimal xmp̄(p1mp̄). That is,
xmp̄ = 1.093 and p1mp̄ = 0.166. Figure 4 shows
that the change trend of η with x(p1) is also convex
and monotonous, and there exists ηmax and a corre-
sponding optimal xmη(p1mη). That is, xmη = 1.095
and p1mη = 0.198.

Figure 5 shows the influence of α on P̄ −η perfor-
mance. In the analysis, the potential well width ra-
tio x is taken as the control variable, and p1 is taken
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Fig. 5. Characteristics of η versus P̄ with p1 = 0.3
and x as the control variable.

as the fixed value p1 = 0.3. The result shows that
the relationship curve is a loop-shaped curve. Take
α = 0.2 as an example, there is P̄max and corre-
sponding ηmp̄ in the curve. There are also ηmax and
corresponding P̄mη. The section (named section A)
between point (ηmP̄ , P̄max) and point (ηmax, P̄mη)
is the optimal design range of the QRHE cycle. In
this range, higher power can be obtained by sac-
rificing part of the efficiency, and higher efficiency
can be obtained by reducing part of the power. It
can be seen in the figure that α has an impact on
the relationship curve of P̄ (η). With the increase
in α, ηmP̄ and ηmax decrease. Numerical computa-
tions show that as α is increased from 0.05 to 0.2,
ηmP̄ decreases from 0.0674 to 0.0629 (i.e., by about
6.68%), and ηmax decreases from 0.0904 to 0.0771
(i.e., by about 14.71%). The outcomes show that as
α increases, the optimal design range shrinks.

5.2. Dimensionless efficient power

Figures 6–9 show the influences of cycle parame-
ters on W̄ep. Figures 6 and 7 show the effects of α
and r on the performance of (W̄ep−x), respectively.
The two relationship curves shown in the figures are
both parabolic-like. Since W̄ep first increases and
then decreases as a function of x, there exists an
optimal x to maximize efficient power. One can see
that xmW̄ep

corresponding to W̄epmax changes with
the changes in α and r. With the increase in α,
xmW̄ep

decreases. As r increases, so does xmW̄ep
. Nu-

merical computations show that as α is increased
from 0.05 to 0.2, xmW̄ep

decreases from 1.0610
to 1.0600 (i.e., by about 0.094%). When r increases
from 1.5 to 2.5, r increases from 1.0565 to 1.0625
(i.e., by about 0.56%). Figure 8 shows the influence
of α on W̄ep − η performance. As can be seen, the
relationship curve is a loop-shaped curve returning
to the origin; W̄epmax and its corresponding ηmW̄ep

exist, and so do ηmax and its corresponding W̄epmη.

Fig. 6. Effect of α on cycle W̄ep − x.

Fig. 7. Effect of r on cycle W̄ep − x.

With the increase in α, ηmW̄ep
decreases. When α

increases from 0.05 to 0.2, ηmW̄ep
decreases from

0.07724 to 0.07042 (i.e., by about 8.83%).
Figure 9 shows the relationship curves of W̄ep−η

and P̄ − η when α = 0.1 is satisfied. One can see
that ηmW̄ep

is greater than ηmP̄ . Numerical com-
putations show that when W̄epmax is taken, the
corresponding P̄ is 0.95032, the corresponding η is
0.07469, and η corresponding to P̄max is 0.06584.
Compared with W̄epmax, the value of P̄ correspond-
ing to W̄epmax is reduced by 4.968%. However, the
η value corresponding to W̄epmax is about 13.442%
higher than that of W̄epmax. The outcomes show
that the efficient power considers both efficiency and
power performance.

6. Multi-objective optimization
of QRHE cycle

On the premise of multiple objective functions, it
is often impossible to balance relationships among
various objective functions by using univariate
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Fig. 8. Effect of α on cycle W̄ep − η.

Fig. 9. Characteristics of W̄ep−η and P̄ −η when
α = 0.1.

optimization. The multi-objective optimization al-
gorithm can weigh the advantages and disadvan-
tages of each objective function so as to achieve
the best compromise of different objective func-
tions. A series of non-inferior solutions are ob-
tained, which are called the Pareto frontier. Ac-
cording to the processing method of [48–58, 73, 74],
this paper uses the NSGA-II algorithm, which is
widely used to solve the problem of multi-objective
optimization.

This paper takes x as the optimization vari-
able and takes η, P̄ , and W̄ep as objective func-
tions for MOO. Three decision-making methods,
namely LINMAP, TOPSIS, and Shannon entropy,
are adopted to optimize the cycle with either two or
three objectives and obtain a series of Pareto fron-
tiers under various combinations.

Any combination of two objective functions can
give three two-objective optimization expressions

max

{
P̄ (x)

η(x)
, max

{
P̄ (x)

W̄ep(x)
, max

{
η(x)

W̄ep(x)
.

(55)

Fig. 10. Algorithm flow chart of NSGA-II.

Any combination of three objective functions
can give a three-objective optimization expression

max


P̄ (x)

η(x)

W̄ep(x)

. (56)

The deviation index D represents the ideal de-
gree of the results under the optimization scheme,
and the smaller the value, the better. The better
design scheme is determined by the smaller devia-
tion index D. Figure 10 is the algorithm flow chart
of NSGA-II.

Table I lists the outcomes of single-, double-,
and triple-objective optimizations for the QRHE cy-
cle. For triple-objective optimization combination
(P̄ , η, W̄ep), it is one group. The deviation index Ds
obtained using TOPSIS, LINMAP, and Shannon
entropy decision-making are the same, i.e., 0.0737.
The combination of the double-objective optimiza-
tions includes three groups, and the deviation
index D obtained by Shannon entropy decision-
making for the combination of η and W̄ep is
the smallest, i.e., 0.0269. However, for the single-
objective optimizations with maximum η, P̄ , and
W̄ep, the deviation index Ds are 0.9752, 0.0806,
and 0.0890, respectively. The outcomes show that
a more ideal design scheme can be obtained by us-
ing MOO.

Figures 11–13 show the Pareto frontier diagram
of three combinations of double-objective optimiza-
tions. Note that η and W̄ep decrease with increas-
ing P̄ , and W̄ep decreases with increasing η. Table I
displays that the deviation index D is smaller
when using the TOPSIS decision-making approach
to optimize P̄ and η or P̄ and W̄ep. When us-
ing the Shannon Entropy decision-making approach
to optimize η and W̄ep, the deviation index D is
smaller. Figure 14 shows mean distance and mean
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TABLE IOptimization results with single-objective, double-objective, and triple-objective.

Objective
combination

Decision-making
approach

Optimization
variable

Objective function
Deviation
index

x P̄ η W̄ep D

Triple-objective
optimization
(P̄ , η, and W̄ep)

LINMAP 1.0610 0.9455 0.0773 1.0000 0.0737
TOPSIS 1.0610 0.9455 0.0773 1.0000 0.0737
Shannon entropy 1.0610 0.9455 0.0773 1.0000 0.0737

Double-objective
optimization
(P̄ and η)

LINMAP 1.0623 0.9325 0.0782 0.9989 0.1190
TOPSIS 1.0609 0.9466 0.0772 1.0000 0.0953
Shannon entropy 1.0855 0.4243 0.0904 0.5250 0.9615

Double-objective
optimization
(P̄ and W̄ep)

LINMAP 1.0560 0.9826 0.0732 0.9846 0.2421
TOPSIS 1.0563 0.9813 0.0734 0.9860 0.2415
Shannon entropy 1.0610 0.9455 0.0773 1.0000 0.4107

Double-objective
optimization
(η and W̄ep)

LINMAP 1.0687 0.8459 0.0828 0.9593 0.0870
TOPSIS 1.0679 0.8593 0.0823 0.9679 0.0695
Shannon entropy 1.0610 0.9455 0.0773 1.0000 0.0269

maximum P̄ 1.0495 1.0000 0.0674 0.9232 0.0806
maximum η 1.0855 0.4234 0.0904 0.5240 0.9752
maximum W̄ep 1.0610 0.9457 0.0772 1.0000 0.0890
positive ideal point − 1.0000 0.0904 1.0000 –
negative ideal point − 0.4243 0.0673 0.5250 –

Fig. 11. Pareto frontier of double-objective opti-
mization with P̄ − η combination.

distribution vs. number of generations of genetic al-
gorithm when taking η and W̄ep as optimization
objectives. The algorithm converges in the 716th
generation.

Figure 15 shows the Pareto frontier diagram of
triple-objective optimization. When P̄ increases, η
decreases, and W̄ep increases initially and then de-
creases. The point at which P̄ , η, and W̄ep all reach
their maximum is called a positive ideal point, and
the point at which both reach their minimum is
called a negative ideal point. Neither the positive
nor negative ideal points lie on the Pareto front.

Table I shows that the deviation index Ds ob-
tained when optimizing P̄ , η, and W̄ep by using

Fig. 12. Pareto frontier of double-objective opti-
mization with P̄ − W̄ep combination.

TOPSIS, LINMAP, and Shannon entropy decision-
making approaches are consistent. Figure 16 shows
mean distance and mean distribution vs. number
of generations of genetic algorithm when P̄ , η, and
W̄ep are the optimization objectives. In the 805th
generation, the genetic algorithm converges.

7. Conclusions

In this paper, a QRHE cycle model with countless
particles trapped in OIPW as WM is established
considering heat leakage. By using FTT and quan-
tum thermodynamics, expressions of η, P̄ , and W̄ep
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Fig. 13. Pareto frontier of double-objective opti-
mization with η − W̄ep combination.

Fig. 14. Mean distance and mean spread versus
number of generations of double-objective optimiza-
tion with η − W̄ep combination.

Fig. 15. Pareto frontier of triple-objective opti-
mization with P̄ − η − W̄ep combination.

Fig. 16. Mean distance and mean spread versus
number of generations of triple-objective optimiza-
tion with P̄ − η − W̄ep combination.

of the QRHE cycle are derived, and the optimal
performances of the QRHE cycle are investigated.
Intermediate variable x is taken as the optimiza-
tion variable. Utilizing the NSGA-II algorithm, P̄ ,
η, and W̄ep are taken as the objective functions to
carry out MOO. Pareto frontiers of different objec-
tive function combinations are obtained. TOPSIS,
LINMAP, and Shannon entropy decision-making
approaches are adopted to select the optimal design
with deviation index D as the evaluation indicator.
The outcomes display that:

1. Both the relationships between P̄ and x(p1)
as well as between η and x(p1) are convex and
monotonous. If x is the control variable, the
relationship curve between P̄ and η is a loop-
shaped curve. The optimal design range of the
QRHE cycle lies between P̄max and ηmax. As
α increases, the optimal QRHE cycle design
range shrinks.

2. The relationship curve W̄ep − x is parabolic-
like, and there exists an optimal xmW̄ep

to
maximize efficient power. With increasing α
and decreasing r, xmW̄ep

decreases. The rela-
tionship W̄ep−η is a loop-shaped curve return-
ing to the origin. As α increases, the value of
ηmW̄ep

at W̄epmax decreases. Compared with
P̄max, when efficient power is taken as the op-
timization target, the optimization outcomes
take into account both the larger power and
the higher efficiency. At this time, the QRHE
cycle sacrifices part of the power in exchange
for an increase in efficiency.

3. When MOO is carried out with η and W̄ep

as optimization objectives, the smallest de-
viation index D inferred by Shannon en-
tropy decision-making is 0.0269. Its design
scheme is closest to the ideal scheme. In
order to optimize the objective of other
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combinations, an appropriate decision-making
scheme should be chosen based on actual re-
quirements.

The outcomes of this paper have some theoretical
reference meanings for the design of the QRHE cy-
cle with countless particles trapped in OIPW and
with heat leakage. Meanwhile, one may find some
new characteristics in quantum rectangular cycles
by studying them. These characteristics may in-
clude cycle structure, cycle control strategy, energy
transfer and transmission mechanism, and so on.
This is worthy of further study and exploration.†1
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