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In plasma technology, the plasma–liquid interaction is a significant issue. In this work, finite element
methods are used to simulate a 2D dielectric barrier discharge and an arc discharge to investigate
the simulation of discharge in spherical bubbles in the water that formed plasma-activated water.
Different periods are examined to determine how the electron density changes with voltage, frequency,
dielectric thickness, and bubble radius. The results demonstrated that increasing voltage, frequency,
bubble radius, and decreasing dielectric thickness increase electron density linearly. The increasing rate
of electron density by time evolution is investigated while voltage is constant in the generation of arc
discharge. High plasma density indicates sufficient plasma–water interaction.
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1. Introduction

The term “plasma” refers to a quasi-neutral ion-
ized gas made up of excited and neutral atoms, as
well as photons, ions, and free electrons [1]. There
are two types of plasma: thermal and non-thermal
(cold plasma). Thermal plasma belongs to thermal
equilibrium conditions, which means that both elec-
trons and ions are at the same temperature obtained
by high energy consumption. The plasma is non-
thermal (cold) when the temperature of the elec-
trons is significantly higher than that of the ions,
and it does not require as much energy to produce
as the thermal plasma does [2].

Plasma has a wide range of applications, for ex-
ample, in medical fields [3] and medical diagno-
sis [4, 5], in disinfection and sterilization [6–8], can-
cer treatment [9], wound healing [10], and skin reju-
venation [11]. In the fabric industry, plasma is used
to increase strength, water repellency, and fabric
dyeability [12]. In agriculture [13] and the food in-
dustry [14], plasma is involved in sterilization, pes-
ticide, seed germination, and plant growth [15]. It
is also tested for controlling emissions of industrial
pollution [16, 17]. For nanoparticle synthesis, the
plasma-generated AgNPs are well-dispersed in the
presence of the geminin cationic surfactant, and the
nano-surfactant compounding system has been im-
proved for antibacterial activity as well as good sta-
bility [18]. Another application is the material anal-
ysis by a plasma discharge, called spark [19].

Furthermore, one of the most important plasma
applications is water treatment, which is used in
various fields, including bio-sterilization, decontam-
ination, industrial waste [20], agriculture, and water
purification [21].

Despite its challenges, the interaction of plasma
and liquid is becoming an important topic in the
field of plasma technology [22]. There are various
types of plasma–liquid interactions depending on
the discharge mechanism:

1. direct discharges in liquids classified as
strong field discharges, such as laser pulses
(Fig. 1) [22];

2. discharges over a liquid in the gaseous phase,
including both indirect and direct contact
with the liquid (Fig. 2) [22];

3. discharges in multi-phase environments, such
as discharges inside liquid bubbles or dis-
charges coming into touch with liquid sprays
or foams. This interaction causes some in-
stabilities that result in bubble production
and imprint the initial micron-sized bubbles
(Fig. 3).

One of the aforementioned electrical discharge
methods is capable of producing the useful byprod-
uct of this interaction, i.e., plasma-activated wa-
ter (PAW) [23]. In plasma-activated water, reactive
oxygen species (ROS) and reactive nitrogen species
(RNS) are produced [24, 25]. The reactive oxygen
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Fig. 1. Indirect liquid discharges; (a) pin-to-water,
(b) atmospheric pressure plasma jet (APPJ) geome-
tries.

Fig. 2. Direct liquid discharge; an example of the
pin-to-plate geometry.

and nitrogen species (RONS) in PAW include long-
lived species such as nitrate (NO−

3 ), nitrites (NO
−
2 ),

hydrogen peroxide (H2O2), and ozone (O3) besides
short-lived species such as hydroxyl radicals (OH),
nitric oxide (NO), superoxide (O−

2 ), peroxynitrite
(OONO−

2 ), and peroxynitrite (ONOO−) [26]. The
synthesis of RONS active species allows PAW to
be used in a variety of applications [26]. RONS are
used for cancer cell treatment [27] and as facilita-
tion in agricultural applications of PAW [28], such
as increased seed germination and plant growth [29],
due to the role played by reactive species like NO−

2 ,
NO−

3 , H2O2, and NH3 [30]. It is also used in food
industries [22] for the disinfection of fruits and veg-
etables, regulation of enzymes and pesticides in the
presence of RNS species, as well as dental treat-
ment, wound healing, and cancer treatment [31].

Additionally, it takes specialized and expensive
research to examine and analyze chemical reactions
in electrical discharge via water. There are some
studies in plasma–liquid interaction simulation. N.
Vichiansan et al. [32] simulated a plasma jet for
NO, OH, and H2O2 production in a simple 2D
model and they measured the densities of H2O2

and OH at a distance of 5 mm and 10 mm, respec-
tively. A. Wright et al. [33] simulated a dielectric
barrier discharge (DBD) plasma reactor at the gas-
liquid interface in 2D asymmetric geometry and in-

Fig. 3. Multiphase plasma–liquid discharge; dis-
charges contacting liquid sprays or foams.

vestigated the effect of the membrane type on the
plasma characteristics and the effect of electrode
type on size of the bubble. In this investigation,
two types of steel and nickel layers were consid-
ered, with the steel layer 1.75 times larger than the
nickel layer. The measurement of long-lived species
concentrations was performed by Fourier-transform
infrared spectroscopy (FTIR) and UV absorption
spectroscopy methods [33]. Y. Wang et al. [34] used
the COMSOL software to model a gas phase surface
discharge plasma reactor simulation for yeast inacti-
vation in water and determine the effect of reaction
rate coefficient (kreac) on the initial concentration
of yeast cells. They have shown that the amount of
kreac decreases with increasing the initial concen-
tration [34]. Zhihang Zhao et al. [35] simulated the
surface dielectric barrier discharge (SDBD) at low
temperatures and sub-atmospheric pressure. Under
a DC voltage of 12 kV, with the propagation of the
streamer, the parameters such as electron density,
N+2 density, N2 density, O−2 density, electron tem-
perature, space charge density, electric field, and
photoionization rate were studied [35].

Since PAW has a variety of applications, simula-
tion of the plasma-water interaction is an important
topic that has been addressed in this work. Direct
discharge inside of liquids appears to be impracti-
cal since it requires a lot of power to produce the
desired effects at high voltages and high-power lev-
els. As a result, employing water bubbles allowed
us to achieve more realistic results using standard
discharge devices. In this study, electrical discharge
within bubbles has been investigated as a noble
model. Two structures of the pin-to-pin arc dis-
charge and the dielectric barrier discharge (DBD)
are used to simulate electrical discharge in water
using the finite element method by COMSOL soft-
ware (version 6.0). The multiphase discharge used
argon as the inlet gas, and the formation of bubbles
from plasma was assessed. The simulation consid-
ers 2D numerical models with these structures and
uses quartz as a dielectric, while the inside of the
bubbles is filled with argon gas immersed in water.
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Fig. 4. The schematic diagram of the 2D simula-
tion model with a single bubble.

Fig. 5. Simulated model of two consecutive bub-
bles with a radius of 0.06 mm.

Fig. 6. Schematic of the 2D simulation of arc dis-
charge structure.

The results include the distribution of electron den-
sities, discharge voltage, operating frequency, bub-
ble radius, dielectric thickness, and argon ions at
a pressure of 1 atm and temperature of 293 K.

2. Material and method

2.1. Description of modeling geometry

This simulation considers 2D numerical models
with a DBD structure, uses quartz as a dielectric
with a permittivity of 4.5, and the inside of the
bubbles is filled with argon gas immersed in water.
Due to charge conservation, the boundary between
the electrode and the water is regarded as a glass
dielectric in geometry, and plasma only forms in-
side the bubble. Two different geometries are shown
in Figs. 4 and 5.

In addition to dielectric barrier discharge, arc
discharge has also been simulated using the same
boundary conditions. The geometry is shown
in Fig. 6, which presents a single bubble with a ra-
dius of 0.01 mm.

TABLE I

Table of collisions and chemical reactions in the sim-
ulated model.

Formula Type ∆ε[eV]
e+ Ar=⇒e+ Ar elastic 0

e+ Ar=⇒e+ Ars excitation 11.5

e+ Ar=⇒e+ Ar superplastic −11.5

e+ Ar=⇒2e+ Ar+ ionization 15.8

e+ Ars=⇒2e+ Ar+ ionization 4.28

Ars + Ars=⇒e+ Ar + Ar+ penning ionization –

Ars+Ar=⇒Ar+Ar metastable quenching –

2.2. Governing equations

The numerical model of the barrier discharge
solves a pair of drift–diffusion equations for the elec-
tron density ne and the mean electron energy ε
(nε = neε) given, respectively, as

∂ne
∂t

+∇ · [−ne (µeE)−De∇ne] = Re (1)

and
∂nε
∂t

+∇ · [−nε (µεE)−Dε∇nε] +E · Γe = Rε.

(2)
In drift–diffusion equations, convection of electrons
due to fluid motion is neglected. The drift–diffusion
model adds the equations for electron transport in
plasma. It specifies expressions for electron diffusiv-
ity De, electron mobility µe, electron energy diffu-
sivity Dε, electron energy mobility µε, electric field
E, and electron flux Γe. Term (E·Γe) is the heating
rate. In the model, there are also inputs for the elec-
tric potential and collisional power loss. In (1)–(2),
the electron source is Re and the energy loss due
to inelastic collisions is Rε. The electron diffusivity,
energy mobility, and energy diffusivity are related
to the electron mobility as

De = µeTe, µε =
5
3µe,

Dε = µεTe. (3)
where Te is an electron temperature given in volt.
The electrostatic field is computed using the Pois-
son equation (3) by the finite element method using
COMSOL Multi-physics software.

Te is an electron temperature in volt
The source coefficient in the above equations is

determined by plasma chemistry, using rate coef-
ficients. Suppose that there are M reactions that
contribute to the growth or decay of electron den-
sity and P inelastic electron–neutral collisions. In
general, P � M.

Now, heavy species transport equation for non-
electron species is shown by

ρ
∂

∂t
(wk) + ρ(u · ∇)wk = ∇jk +Rk. (4)

where jk is the diffusive flux vector, and wk is
the mass fraction of the k-th species. The heavy
species (hs) transport interface, found under the
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Fig. 7. Electron density changes by passing time indifferent region of bubble for 1000 applied voltage and
50 kHz of frequency. Electron density at t = 5 µs was 4× 1012 m−3 (a), at t = 9.4 µs was 3.6× 1010 m−3 (b),
at t = 19.2 µs was 8.3× 109 m−3 (c), at t = 20 µs was 1.8× 1010 m−3 (d).

Fig. 8. Electron density changes by passing time in different region of bubble for 1500 applied voltage and
50 kHz of frequency. Electron density at t = 0.7 µs was 2× 1011 m−3 (a), at t = 10.1 µs was 1.2× 1012 m−3

(b), at t = 11.7 µs was 2.5× 1013 m−3 (c), at t = 20 µs was 1.8× 1016 m−3 (d).
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Fig. 9. Electron density changes by passing time indifferent region of bubble for 2000 applied voltage and
50 kHz of frequency. Electron density at t = 4.1 µs was 4.29× 1019 m−3 (a), at t = 10 µs was 4.48× 1019 m−3

(b), at t = 11.1 µs was 4.06× 1017 m−3 (c), at t = 14.6 µs was 5.87× 1020 m−3 (d).

Fig. 10. Voltage changes with electron density.

plasma branch when adding a physics interface,
adds electron impact reactions, gas phase reactions,
and species and surface reactions to plasma models.
The electrostatics interface found under the AC/DC
branch is used to compute the electric field, electric
displacement field, and potential distributions in di-
electrics under conditions where the electric charge
distribution is explicitly prescribed. The physics in-
terface solves Gauss’ law for the electric field using
the scalar electric potential as the dependent vari-
able.

The electrostatic field is solved according to
−ε0εr∇ · ∇V = ρ. (5)

This equation demonstrates charge conservation for
defining the constitutive relation for the electric dis-
placement field and its associated properties, such
as the relative permittivity.

The space charge density ρ is automatically com-
puted based on the plasma chemistry specified in
the model using

ρ = q

(∑N

k=1
Zknk − ne

)
(6)

with q — electric charge.

2.3. Boundary conditions

Electrons are lost to the wall due to random mo-
tion within a few mean free paths of the wall and
gained due to secondary emission effects, resulting
in the following boundary condition for the electron
flux

n · Γ e =
1
2Ve,th ne −

∑
p
γp
(
Γ p · n

)
(7)

with n being a unit vector normal to the surface,
and Ve,th is the thermal velocity of electron.

In the case of the electron energy flux density
Γ ε=nε(µεE)−∇(Dεnε), the boundary condition is

n · Γ ε =
5
6Ve,th nε −

∑
p
εpγp

(
Γ p · n

)
. (8)
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Fig. 11. Electron density changes by passing time in different region of bubble for 1500 V applied voltage
and frequency= 80 kHz. Electron density at t = 6.3 µs was 2.5× 1012 m−3 (a), at t = 6.8 µs was 6× 1012 m−3

(b), at t = 13.8 µs was 1.6× 1018 m−3 (c), at t = 16 µs was 1× 1020 m−3 (d).

The second term on the right-hand side of (7) is the
gain of electrons due to secondary emission effects,
with γp being the secondary emission coefficient.
The second term in (8) is the secondary emission
energy flux, with εp being the mean energy of the
secondary electrons.

The set of reactions and collisions considered in
the simulated model are given in Table I.

3. Results

One of the electrodes is taken into account as the
ground in the modeling of the arc and dielectric bar-
rier discharge, while a sinusoidal voltage is provided
to the other electrode. The initial electron density
is assumed to be 1013 m−3. We examine the impact
of variations in the parameters of frequency, volt-
age, dielectric thickness, bubble radius, and electron
density. Time-varying arc discharge characteristics,
such as electron density, electric field, and potential,
were investigated.

First, the examined modification of dielectric bar-
rier discharge parameters is presented as follows.

3.1. Dielectric barrier discharge for single bubble

3.1.1. Voltage

The dynamic evolution of electron density over
time at different voltages is depicted in Figs. 7–9.
Warmer colors represent a higher intensity.

Fig. 12. Frequency changes with electron density.

A frequency of 50 kHz, a bubble radius of 0.1 mm,
and a gap distance of 1 mm were used as constants
for the simulation. Figure 7 illustrates the result-
ing electron density at a voltage of 1000 V; at the
first time (t=5 µs), the initial electron density is 4×
1012 m−3 (Fig. 7a), and at the last time (t = 20 µs),
the electron density is equal to 1010 m−3 (Fig. 7d).
Figure 7 illustrates the behavior of the electron
density over time at various voltages between 500
and 1000 V. The same non-uniform electron den-
sity changes have been observed by W. Tian et
al. [36] by 20 kV applied voltage and 4 mm of bubble
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Fig. 13. Electron density changes by passing time in different region of bubble for dielectric thickness =
0.5 mm. Electron density at t = 1 µs was 1.4 × 1012 m−3 (a), at t = 10.8 µs was 1.6 × 1014 m−3 (b), at
t = 14 µs was 4.5× 1020 m−3 (c), at t = 20 μs was 4.5× 1020 m−3 (d).

Fig. 14. Electron density changes by passing time in different region of the bubble for dielectric thickness =
1.5 mm. Electron density at t = 0.4 µs was 7×1011 m−3 (a) at t = 10.1 µs was 5×1012 m−3 (b), at t = 10.7 µs
was 1.8× 1014 m−3 (c), at t = 20 µs was 1.4× 1015 m−3 (d).
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Fig. 15. Dielectric thickness changes with electron
density.

diameter for times of bubble diameter for times
t = 0.7, 1, 1.5, 1.9, 2.5, 4.4, 5.6, 10 ns. Figures 7
and 8 show electron density at voltages of 1500 V
and 2000 V, respectively; at t = 20 µs, the elec-
tron density is 1016 m−3 (Fig. 7d) and 1020 m−3

(Fig. 7d). A direct relation between time and den-
sity has been shown by D. Levko et al. [37] in
the shorter period of time (t = 1, 2, 3.6, 4.4 ns)
by applying a voltage of −9 kV and DC, and by
W. Ning et al. [38] by applying −13 kV and DC in
the bubble of 0.1 mm diameter for times t = 0.4,
0.5, 0.6, 1.7 ns. In Fig. 7c and 7d, dielectric barrier
discharge has a very important factor called sur-
face charge. Surface charges cause an electric field

against an external field. The alternating external
voltage could amplify that electrical field in its half
cycle. The alignment of both external and internal
electric fields results in strength at the center of the
bubble. Also, at t = 19.2 µs, the field is almost zero,
and the density is low. In this case, the internal field
is effective and causes the electron density to move
toward the center.

A voltage given to the electrodes creates an elec-
tric field between them, and as the voltage increases,
so does the electric field. Therefore, there can be
a greater increase in the energy of particle colli-
sions. As a result, increased ionization causes the
development of the plasma zone and increased cre-
ation of free electrons. As can be seen in Fig. 10, the
results demonstrate that increasing voltage causes
the electron density to rise linearly. In this study
micro-second period is employed because of low ap-
plied voltage, in comparison with the same works,
as nanosecond periods of time were not enough to
initiate plasma — no electron density increase is
detected in a short nanosecond period.

3.1.2. Frequency

The frequency range was from 20 to 80 kHz, with
constant parameters: voltage of 1500 V, bubble ra-
dius of 0.1 mm, and gap distance of 1 mm. Figure 11
shows the resulting electron density for these pa-
rameters — at the frequency of 80 kHz last time
(t = 16 µs) the electron density value is 1020 m−3

(Fig. 11d).

Fig. 16. Electron density changes by passing time in different region of bubble for radius = 0.06 mm. Electron
density at t = 0.8 µs was 8.21 × 1010 m−3 (a), at t = 10 µs was 3.34 × 1010 m −3 (b), at t = 19.4 µs was
2.16× 109 m−3 (c), at t = 20 µs was 4.46× 109 m−3 (d).
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Fig. 17. Electron density changes by passing time in different region of bubble for radius = 0.09 mm. Electron
density at t = 4.1 µs was 4.29 × 1019 m−3 (a), at t = 10 µs was 4.48 × 1019 m−3 (b), at t = 11.1 µs was
4.06× 1017 m−3 (c), at t = 14.6 µs was 5.87× 1020 m−3 (d).

Fig. 18. Bubble radius changes with electron den-
sity.

The results demonstrated that when the fre-
quency increases, electron density also increases (see
Fig. 12). The direction of the electric field would
change, and so would the motion of the electrons.
The power source as the controller of this proce-
dure by a parameter called frequency could limit
the electron path. This limitation causes more elec-
tron trapping and more electron density inside the
bubble.

Fig. 19. Electron density distribution in two bub-
bles geometry.

3.1.3. Dielectric thickness

In this section of the simulation, the dielectric
thickness is assumed to be between 0.5 and 1.5 mm
with constant values for the voltage, frequency, and
bubble radius of 1800 V, 50 kHz, and 0.1 mm, re-
spectively. Figures 13 and 14 show the changes in
the electron density of 1020 m−3at a dielectric thick-
ness of 0.5 and the electron density of 1015 m−3 at
a dielectric thickness of 1.5 mm. The electron den-
sity decreases with increasing dielectric thickness,
as shown in Fig. 15.
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Fig. 20. Two-dimensional schematic of electron density for arc discharge simulation.

Fig. 21. Two-dimensional schematic of the electric field for arc discharge simulation.

Fig. 22. Two-dimensional schematic of electric potential for arc discharge simulation.

Increasing the dielectric thickness would decrease
the capacitance of the system so lower electrical
charges on electrodes and lower electric field lead
to less electron density.

3.1.4. Bubble radius

In this part, the bubble size is considered to be
0.06 mm and 0.09 mm with constant electric poten-
tial of 2000 V, frequency of 50 kHz, and dielectric
thickness of 0.5 mm. Figures 16–18 illustrate how
expanding the bubble radius results in an increase
in electron density.

Some noticeable results of simulation of double
bubbles geometry are shown in the following.

3.2. Dielectric barrier discharge for double bubble
(electron density)

By applying frequency of 2000 V and 50 kHz,
no plasma formed in one of the bubbles as the
electron density of the other bubble due to the
formation of plasma made an electric sheath that
prevent any other plasma from forming. That
sheath abated the total electric field, so such
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a result was predicted to happen. Figure 19 shows
the electron density distribution in the described
geometry.

In the following, the simulation results of apply-
ing an arc discharge are presented.

3.3. Arc discharge for single bubble
3.3.1. Electron density

In this simulation, all the variables, such as elec-
tric field, electric potential, and electron density,
have been studied.

Figure 20 shows the change in electron density.
The initial electron density was 1013 m−3, increased
over time, and reached the value of 1020 m−3. The
increase in the electron density is a sign that plasma
is forming inside the bubble.

3.3.2. Electric field

The electrical discharge initiates at the bubble-
liquid boundary, and the field at the bubble-water
boundary is very strong. As Fig. 21 shows, there is
an accumulation of charge at the sharp points, and
as a result, the electric field increases.

3.3.3. Electric potential

For some electrons, pure water acts like a dielec-
tric and causes the accumulation of charge on the
outer surface of the bubble, and as a result, the
electric potential increases. Also, due to the electric
discharge inside the bubble, it becomes electrically
conductive and behaves like a conductive sphere, in
which case the entire plasma environment becomes
of the same potential (see Fig. 22).

4. Conclusions

Two-dimensional simulations of a single bubble
with a DBD and arc plasma structures are stud-
ied using the finite element method (FEM). The
effect of changes in some parameters, including volt-
age, frequency, dielectric thickness, and bubble ra-
dius, on electron density and the electron density by
time in arc discharge with constant voltage has been
studied. The results show that increasing voltage,
frequency, and bubble radius have a direct effect
on the increase in electron density. Electron den-
sity as a sign of plasma region evidently has been
changed by these parameters — it is the same ef-
fect of “step voltage” as when lightning strikes or
approaches an uninsulated live wire lying on the
ground. The larger the dimension, the greater the
potential difference, and thus the easier ionization.
The formation of plasma in a bubble inside water is
possible by selecting the appropriate frequency and
voltage. It is more possible for micro-size bubbles
more than nano-size bubbles. Creating a high volt-
age difference between a nanometer-diameter sphere
is more difficult than a micrometer bubble and re-
quires a stronger generator due to Paschen’s curve,
which says that as the bubble size becomes smaller,
the formation of the discharge requires a higher
voltage.
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