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In this paper, we describe design considerations and promising detector technologies for time-of-flight
positron emission tomography (TOF-PET). During a positron emission tomography scan, TOF-PET
enables positron annihilation events to be positioned closer to their true origin along system response
lines, thus facilitating improved reconstructed image signal-to-noise ratio, which has benefits such as
better disease visualization and quantification, lower injected dose, and/or lower study duration. The
degree of this image signal-to-noise ratio boost is determined by the annihilation photon pair coincidence
time resolution of the detector system. Thus, there has been much research and development to advance
detector coincidence time resolution, which is the foundation for future TOF-PET system designs. But
when considering novel TOF-PET detector designs, it is important to select approaches that enhance
coincidence time resolution without a tradeoff of decreasing detection efficiency (e.g., employing thin or
low-density detector materials or low intra- or inter-module packing fraction, etc.). One might even argue
that high coincidence detection efficiency (a.k.a. sensitivity) is the primary goal of any new positron
emission tomography system design. In this paper, we will briefly discuss fundamental limitations on
positron emission tomography coincidence time resolution using scintillation detectors and describe new
detector configurations and electronic readout designs that attempt to address those constraints and
achieve as low as 100 ps coincidence time resolution without compromising overall detection efficiency.
We also concisely describe an innovative, non-scintillation-based, fast detection concept, which borrows
ideas from the field of optics and could, in theory, achieve ∼ 1 ps coincidence time resolution. If
successful, these technologies will lead to next-generation systems that enhance TOF-PET’s ability to
visualize and quantify disease.

topics: time-of-flight positron emission tomography (TOF-PET), coincidence time resolution (CTR),
scintillation detectors, optical modulations

1. Introduction

When considering potential time-of-flight
positron emission tomography (TOF-PET) detec-
tor designs with the goal of advancing coincidence
time resolution (CTR), it is important to make
choices that also preserve the overall coincidence
detection efficiency of the system. For example,
consider the case where a system designer has
a goal to improve CTR by a factor of four over
the state-of-the-art commercial PET system design
(e.g., from 200 to 50 ps full width at half maximum
(FWHM)). This superb CTR enhancement yields
a two-fold signal-to-noise ratio (SNR) boost of the
reconstructed image based on TOF considerations
alone. But if, in order to achieve this excellent CTR,
one selects a detector design that employs thin or
low Z material and/or a detector design with poor
intra- or inter-crystal packing fraction that reduces
the overall coincidence detection efficiency by more
than a factor of four, the end result would be worse,
not better-reconstructed SNR. Example detector

design approaches currently under investigation
that propose to achieve ∼ 100 ps FWHM CTR
by employing low Z, low-density materials are
described in [1–6].

Figure 1 depicts two example scintillation detec-
tor array designs that promote high 511 keV pho-
ton detection efficiency while still enabling one to
achieve excellent (e.g., < 200 ps FWHM) CTR. The
discrete crystal array design (Fig. 1a) has arguably
the best detector SNR, and thus better achievable
CTR, since the fraction of available scintillation
light that results from a 511 keV photon interac-
tion is concentrated onto one or a few silicon pho-
tomultipliers (SiPMs) [7]. The monolithic design
(Fig. 1b) has a better crystal packing fraction, but
since the light is spread onto multiple SiPMs, each
with uncorrelated noise contributions, the SiPM ar-
ray may need to be cooled in order to achieve ex-
cellent CTR [8].

For building a TOF-PET system, developing
a scalable electronic readout system is also crit-
ical. Although many in our field employ digital
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Fig. 1. Examples of PET scintillation detector
module configurations that promote high system
sensitivity. (a) Discrete crystal design comprising
an array of fine rod-shaped elements (blue) opti-
cally isolated with a reflector; scintillation light pho-
tons (yellow) produced in any crystal as a result of
a 511 keV photon (dark green) interaction are fo-
cused onto just one or a small number of SiPMs
(white) at the bottom. (b) In the monolithic de-
sign crystal (blue), scintillation light is spread over
several SiPMs.

storage oscilloscope (DSO) for basic detector proto-
typing studies, more scalable solutions involve dedi-
cated PET integrated circuits (IC) that output dig-
ital values representing event time stamp and en-
ergy [9], or hybrid designs with a high precision
front-end IC, but a separate time-to-digital con-
verter scheme [10, 11].

In this paper, we highlight three high-sensitivity
TOF detector design configurations under construc-
tion at Stanford University. More details can be
found in the cited references. The first, which
has demonstrated ∼ 230 ps FWHM CTR, is for
a TOF-PET insert compatible with magnetic reso-
nance imaging (MRI). The second scheme achieves
∼ 100 ps FWHM CTR, and is for a proto-
type TOF-PET/CT (computed tomography) sys-
tem. The third detector technology we discuss takes
a completely different direction that exploits small
perturbations in optical properties (e.g., refractive
index or absorption) that result from ionization-
induced 511 keV interactions in the material, which
can be probed with a laser, with the goal of reaching
< 10 ps FWHM CTR. If successful, these three new
detector technologies will lead to next-generation
TOF-PET systems with enhanced ability to visual-
ize, quantify, and characterize the disease.

2. Materials, methods and results

2.1. Detector design that
achieves ∼ 230 ps FWHM CTR

Figure 2a shows a picture of the basic de-
tector sub-module for a magnetic resonance
(MR)-compatible PET insert for simultaneous
PET/MR [9]. The sub-module comprises an 8× 16
array of 3.2 × 3.2 × 20 mm3 lutetium-yttrium oxy-
orthosilicate (LYSO) scintillator crystals coupled
one-to-one (i.e., as per Fig. 1a) to an array of match-
ing SiPM pixels (SensL J-Series), which are read out
by a fast timing integrated circuit (PETA6, Uni-
versity of Heidelberg). Six sub-modules arranged
on a readout board form a detector module (Fig.
2b). Experiments using 4 pairs of detector modules
(6144 LYSO elements total) in coincidence achieve
global results of 230.4 ± 0.2 ps FWHM CTR and
11.3± 0.1% FWHM for the 511 keV photopeak en-
ergy resolution (ER).

2.2. Detector design that
achieves ∼ 100 ps FWHM CTR

In order to advance CTR down to ∼ 100 ps
FWHMwhile preserving overall detection efficiency,
one has to take special care to mitigate additional
sources of temporal variations in the detection pro-
cess, such as variable light collection efficiency and
scintillation light transit time to the photodetec-
tor, owing to variations in 511 keV photon inter-
action depth in the long and narrow crystal ele-
ments, as well as the effective single photon time res-
olution (SPTR) of the photodetector, and readout
and digitizing electronic noise. In the standard ap-
proach (e.g., Fig. 1a, Fig. 2a), the scintillation light
resulting from 511 keV photon interactions is col-
lected from the small (e.g., 3×3 mm2) ends of each
rod element in the crystal array (Fig. 3a), which is

Fig. 2. Scintillation detection module design for
an MRI-compatible TOF-PET insert that achieves
∼ 230 ps FWHM CTR. (a) Sub-module design com-
prising an 8 × 16 array of 3.2 × 3.2 × 20 mm3

LYSO scintillation crystal elements covered with
white reflector coupled end-on to a matching ar-
ray of 3× 3 mm2 SiPMs read out by PET ICs. (b)
Six sub-modules plug into a detector module board
that is in contact with a water chilled structure; the
entire detector module is housed within a Faraday
cage (not shown) for RF shielding.
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Fig. 3. New scintillation detector configuration that achieves ∼ 100 ps FWHM CTR. (a) In the standard
configuration, scintillation light created from an ionizing interaction is created somewhere in a rod-shaped
crystal element is collected in one or more photodetectors at the small area end (e.g., 3× 3 mm2); (b) in this
new scheme, the light is read out from the large area side (e.g., 3 × 20 mm2), improving the light collection
aspect ratio (c) (experimental data) and reducing the scintillation light transit time spread to the photodetector
(e) compared to (d) (simulated data).

a configuration that is subject to significant scin-
tillation light collection efficiency and transit time
variations (Fig. 3c (blue line), and Fig. 3d, respec-
tively) [12], depending on the 511 keV photon in-
teraction depth. Figure 3b depicts a novel scintilla-
tion detection configuration that enables one to col-
lect more light from crystal elements per interaction
with less temporal variation, while preserving high
511 keV photon detection efficiency. In this new ar-
rangement (Fig. 3b), the light is collected from the
larger area (e.g., 3×20 mm2) side faces, which, ow-
ing to a much better light collection aspect ratio,
has much higher (i.e., > 90%) light collection ef-
ficiency (Fig. 3c) [12] and lower scintillation light
transit time to the photodetector (Fig. 3e) [12]. No-
tably, in this side readout configuration, these pa-
rameters do not vary significantly with 511 keV pho-
ton interaction depth.

Figure 4a shows a proof-of-principle detector
module employing this side-readout concept com-
prising four layers. Each layer comprises a 2 × 4
array of 3 × 3 × 10 mm3 LYSO crystal elements,
each coupled sideways to linear arrays of 3 mm
SiPMs (3 SiPMs per 10 mm crystal element). In this
manner, 511 keV photons entering from the left (as
shown in the figure) encounter at least 20 mm of
LYSO in order to preserve high intrinsic detection
efficiency. The timing signals from the 24 SiPMs of
each detector layer are multiplexed into one timing
channel, so that there are just four timing chan-
nels for this four-layer module. We placed a Ge-68
positron source in between two of these four-layer

prototype modules and collected coincidence data
using a 350–650 keV energy window. The resulting
coincidence time spectrum is presented in Fig. 4b,
showing a 105 ps FWHM CTR. Obviously, for high
crystal packing fraction, it is important that the
boards of each detector layer are much thinner than
shown in this proof-of-principle configuration. Cur-
rent efforts involve migrating the board technol-
ogy to flex circuits with a goal to have a total of
∼ 200 µm between the 2× 4 crystal arrays of each
layer, including the flex circuit, the SiPM thickness,
and the top reflector of each 2 × 4 crystal array.
As there also do not exist any PET application-
specific integrated circuit (ASIC) chips that are
capable of achieving 100 ps CTR, we have devel-
oped our own signal processing chain comprising
a fast comparator, noise-mitigating circuitry, and
field-programmable gate array (FPGA)-based time-
to-digital converter (TDC) [10, 11].

2.3. Toward 1 ps CTR: Ionizing radiation detector
design based on modulation of optical properties

rather than scintillation

Is there a PET detector technology that can
achieve ≤ 10 ps CTR FWHM? At that timescale,
the temporal resolution of conventional scintillation
detection is physically limited by the scintillation
mechanism itself (as well as the SPTR of the pho-
todetector). However, primary charge carriers that
result from an ionizing radiation interaction are cre-
ated on the femtosecond time scale [13]. How can we
access that detection time scale?
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Fig. 4. Proof-of-principle of the side readout scin-
tillation detection concept. (a) Prototype module
comprising four layers, each having 2 × 4 arrays
of 3 × 3 × 10 mm3 LYSO elements side-coupled to
linear arrays of SiPMs mounted on printed circuit
board (PCB) readout boards, with a total of one
multiplexed timing channel per layer. (b) Two such
prototype modules in coincidence, with off-board
TDCs, achieve ∼ 105 ps FWHM CTR. We are cur-
rently replacing the relatively thick PCBs housing
the SiPMs with thin flex circuits to facilitate high
inter-layer crystal packing fraction so that the pro-
posed CTR enhancement is also accompanied by
high coincidence detection efficiency, as required for
a practical TOF-PET detector.

Measurements of picosecond and sub-picosecond
modulations of optical properties are common in ul-
trafast optics. Combining these two fields of ionizing
radiation detection and ultrafast optics thus seems
promising to dramatically improve PET CTR. This
leads us to the key question: Can the ionization
charge created from a single 511 keV interaction in
a material produce a fast change in the optical prop-
erties of that material (e.g., refractive index, absorp-
tion, etc.) that can be measured with modern optics
techniques? We have studied different approaches to
answer this question (for example, see [14, 15]), and
we believe we have found a promising different ap-
proach, which we refer to as interferometric spectral
encoding [13].

Figure 5 presents a schematic of the interfero-
metric spectral encoding setup we have used to ex-
perimentally demonstrate that ionizing photon in-
teractions modulate the optical properties of crys-
tals with femtosecond scale temporal resolution [13].
Figure 6 depicts the resulting step-by-step process-
ing of the probe beam. A temporally dispersed
white-light pulsed probe source (with the red re-
gion of the spectrum arriving a few picoseconds be-

Fig. 5. Schematic optical setup of interferometric
spectral encoding method that encodes the time of
arrival of ionizing interactions into a modulated
spectral (wavelength) component of the linearly po-
larized probe pulses using data collected by a spec-
trometer to detect the modulated wavelength and
map it to arrival time with extremely high temporal
precision [13].

fore the blue region) (Fig. 6a) passes through a lin-
ear polarizer followed by an alpha barium borate
(α-BBO) birefringent crystal that introduces a few
picoseconds delay between the vertical and horizon-
tal components of the resulting linear polarization
(Fig. 6b). The beam then passes through a yttrium
aluminum garnet (YAG) crystal, and then both po-
larization components transmit through a matched
birefringent crystal with a complementary orienta-
tion to the first one. This second BBO crystal com-
pensates for the original birefringent delay of the
first BBO crystal so that, in the absence of ionizing
radiation, the two polarization components phase
match in time, and the vertical and horizontal po-
larizations constructively add to form the original
45◦ linear polarization for all wavelengths of the
probe pulse.

However, when ionizing radiation (X-rays in [13])
interacts in the YAG crystal along the path of the
beam, owing to the ionization-induced refractive in-
dex modulation, the transmitted probe pulse expe-
riences an induced phase change and small ampli-
tude depletion (see Fig. 6c) at that instant of the
interaction. Since the vertical and horizontal polar-
ization components are separated in time, there is
an offset in the wavelength location of the phase
shift. After the re-time with the second birefrin-
gent crystal (Fig. 6d), as a result, a portion of
the spectrum is modified by the X-ray interac-
tion for only one of the two polarization compo-
nents. So, in this case of ionizing interactions in
the YAG crystal, the vertical and horizontal com-
ponents of the polarization constructively add to
form the original polarization except in the inter-
mediate region that experienced a phase modula-
tion for one of the polarization components but
not the other. For these intermediate wavelengths,
clean linear 45◦ polarization is not achieved, and
elliptical polarization results. The cross-polarized
component (−45◦) can then be detected (Fig. 6e).
This modulated portion of the spectrum is isolated
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Fig. 6. Illustration of the probe laser spectrum during the interferometric spectral encoding detection process.
Probe laser spectra are shown (a) for the original state, (b) after birefringent delay by the first BBO crystal, (c)
after X-ray interaction, (d) after birefringent re-timing by the second BBO crystal, (e) at the final evaluation
step. +45 and −45 denote the original linear 45◦ polarization and the cross-polarized component (−45◦)
respectively. Here, v and h represent the vertical and horizontal polarization components. (f) The signal is
the small orthogonal polarization component that is created by the ionization-induced phase modulation. (g)
After a calibration step that maps modulated spectral component to ionizing event arrival time, the rising and
falling edges of the signal are analyzed, yielding < 10 fs temporal variance for this experimental measurement
of ionization-induced modulation of optical properties [13].

by a −45◦ polarizer and then directed to the en-
trance slit of a 50 line mm−1 grating-based spec-
trometer (Princeton Instruments) with a high frame
rate imaging sensor mounted at the spectrally dis-
persed image plane of the entrance slit. Thus this
is essentially a self-reference interferometer where
the two arms are the two polarization components,
and the ionization-induced modulation signal is the
small cross-polarized component (Fig. 6f).

The term spectral encoding is used since the
time of arrival information of the ionization event
is encoded in the spectral component (the wave-
length) of the modulated probe pulse. Systemat-
ically varying the delay between the X-ray pulse
and the probe continuum pulse allows us to cali-
brate the monotonic wavelength to ionizing event
time mapping [13]. The temporal resolution is ob-
tained by analyzing the rising or falling edge of the
small cross-polarized component modulation signal
(Fig. 6f). This technique was tested for low-energy
X-ray pulses (e.g., 10 keV). By analyzing the rise
and fall of this modulation signal, a temporal reso-
lution of < 10 fs σ was achieved (Fig. 6g) [13]. Note
that as this approach encodes the fast timing sig-
nal from an ionization event into the spectrum of
the probe laser, with the signal read out by a spec-
trometer, this approach obviates the need for fast
readout electronics.

Although this spectral encoding method was
demonstrated with synchronized low-energy X-ray
pulses, we are currently refining this approach to
work for the detection of asynchronous individual
511 keV photon interactions. This includes features

that greatly enhance sensitivity to lower ioniza-
tion power deposited in the detection crystal and
a revised optical configuration that enables high
crystal packing fraction to preserve high detection
efficiency.

3. Discussion

We have presented three detector designs with
successively improved CTR, from ∼ 200 ps down
to ∼ 1 ps, while also preserving high detection effi-
ciency. The first two are scintillation detection tech-
nologies, and the third — a new concept based on
an interferometric measurement of the modulation
of optical properties as a result of an ionizing event.

The detector design employed in the PET in-
sert for MRI utilizes LYSO crystal elements cou-
pled one-to-one to matching SiPM pixels so that
scintillation light created from a 511 keV interac-
tion is concentrated onto just one photodetector
(Figs. 1a and 2). This design also uses an all-in-one
readout IC that outputs digital values representing
event timing and energy. If this system is success-
fully completed, the proposed goal of 230 ps FWHM
CTR for this insert system will be among the
best CTR performance achieved for TOF-PET/MR
imaging.

The goal of ∼ 100 ps FWHM CTR requires
us to re-examine sources of temporal variation in
the scintillation detection process, including crys-
tal geometry-related light transport effects as well
as electronic readout and digitization contribu-
tions. To mitigate the effects of interaction-depth
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varying scintillation light collection efficiency and
transit time to the photodetector, we employ a new
configuration where each crystal rod element in
an array is read out from its large area side face
(Fig. 3b) instead of its small area end (Fig. 3a),
in order to achieve higher light collection efficiency
(Fig. 3c) and shorter transit time to the photode-
tector (Fig. 3d, e), independent of crystal length.
This arrangement imposes a requirement that the
circuit board housing the SiPM arrays for each
side-coupled detector layer is extremely thin (e.g.,
< 200 µm) in order to preserve a high crystal pack-
ing fraction. As the available PET readout, ICs can-
not yet achieve 100 ps CTR with 3 × 3 × 20 mm3

crystal elements, we developed our own hybrid read-
out scheme based on a fast comparator, noise-
mitigating circuitry, and FPGA-based TDC. If the
∼ 100 ps FWHM CTR result (Fig. 4b) from our
proof-of-principle arrangement (Fig. 4a) is success-
fully scaled to a full system, this will represent the
best CTR achieved in a TOF-PET/CT system.

When looking to further improve the CTR down
to the ∼ 1 ps FWHM range, the intrinsic tempo-
ral variations of the scintillation mechanism itself
must be considered. One approach is to attempt to
probe the earliest step in the ionization radiation
detection process: the production of an ionization
track, which, as we have shown experimentally, has
temporal variance in the femtosecond realm. But it
is clear that probing this time scale cannot be ac-
complished with a scintillation detector, as lumines-
cence occurs several steps after the ionization is first
created. Instead, we study the transient modulation
of optical properties (refractive index, polarization,
and phase) that result from ionizing interaction-
produced tracks of electron-hole pairs.

We probed these ionization trajectories with
a light pulse whose spectral components arrive at
different times and formulated a self-referenced in-
terferometer using the two components of the lin-
early polarized beam. One of them is delayed with
respect to the other and undergoes the ionization-
induced modulation at a certain spectral compo-
nent (wavelength), which is then combined with the
other polarization component, giving a small net
polarization in the direction orthogonal to the linear
polarizer, as measured by a spectrometer (Figs. 5
and 6). In this manner, the precise time of the ioniz-
ing interactions is encoded in the particular spectral
component that is transiently modulated (Fig. 6).
And after a calibration that maps the modulation
wavelength component to ionizing interaction time,
the rising and falling edges of the modulation sig-
nal (the small orthogonal polarization component)
(Fig. 6f) are used to demonstrate < 10 fs scale tem-
poral variance (Fig. 6g). Note that since we use
a spectrometer to detect the signal and map wave-
length to precise timing (Fig. 5), a fast photodetec-
tor and fast readout electronics are not needed for
this novel detection concept, avoiding those sources
of temporal variation.

4. Conclusions

In summary, TOF is the foundation of future
PET system designs. If successful, the detection
technologies described in this paper, as well as other
schemes that improve CTR for TOF-PET perfor-
mance without compromising detection efficiency,
will substantially boost reconstructed image SNR,
enhancing PET’s ability to characterize the molecu-
lar and cellular pathways of disease and guide novel
treatments.
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