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Imperfect Raman pulses can lead to the formation of multiple interfering paths and affect the output
of an atom interferometer in high-precision measurement. We study the effect of the imperfect Raman
pulses on the interferometric fringe contrast and the phase shift in the three-pulse atom interferometer
by using the evolution operator method. Analytical expressions expanded to the second-order fluctuation
of imperfect pulses are derived, in which the effect of coupling the imperfect pulses with laser detuning
and pulse duration is also considered. The result indicates that the second-order fluctuation of imperfect
pulses is dominant, however, it can be nearly ignored in the current requirements of atomic experiments.
Even so, theoretical analysis is very necessary as it may be helpful in proposing some schemes to improve
the interference efficiency for future high-precision measurements with atomic interferometry.
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1. Introduction

Atom interferometers have broad application
prospects with the development of laser cooling and
atom trapping technology. Due to the high sta-
bility and accuracy of the atom interferometer, it
can be used to measure the gravitational acceler-
ation [1–5], the gravity gradient [6–8], the Earth’s
rotation [9–14] and the Newton gravitational con-
stant [15, 16]. Atom interferometers are also ap-
plied to test the equivalence principle [17–19] and
the dark energy theories [20]. In addition, gravita-
tional wave detections with the atom interferometer
are also proposed and studied [21–25]. At present,
LNE-SYRTE [14] has achieved the best rotational
sensitivity 3 × 10−8 rad/(s

√
Hz) in rotation mea-

surement. The HUST team achieved a short-term
sensitivity of 4.2 µGal/

√
Hz [5] in the gravitational

acceleration measurement. In order to obtain high-
precision experiment, the associated systematic er-
rors should be carefully evaluated in the above mea-
surements.

Raman pulses interact with atoms to split, reflect
and combine atomic wave packets. The detection
probability of atoms in a certain state [26] can be
expressed as P = 〈ψ(t)|ψ(t)〉 = 1

2 (1 + C cos(∆φ)),
where ψ(t) is the atomic final wave function, C is
the interference fringe contrast, and ∆φ is the differ-
ential phase shift between the two paths of the atom
interferometer. There are many error sources that

affect the atomic interference signal in the atomic
interference experiment. Most of the errors have
been studied extensively, such as the gravity gra-
dient effect [27], the AC-Stark effect [28, 29], the
second-order Zeeman effect [30, 31], the wave-front
distortion effect [32], and the coupling effects of the
Raman-pulse duration and gravitational field [33]
or magnetic field [34]. It can be seen that with
the rapid development of the atom interferometer,
more and more minor systematic effects need to
be taken into account. In this paper, we focus on
imperfect Raman pulses that can lead to the for-
mation of multiple quantum paths and further af-
fect the interference signal [12, 35, 36]. Generally
speaking, there are many factors that can cause the
imperfect Raman pulse effect, such as fluctuations
of the laser power and frequency, variations in the
density of atoms interacting with laser fields [37],
residual laser lines [38] and so on. We focus on
the theoretical analysis of the imperfect Raman
pulses due to laser fluctuation in the atomic inter-
ferometer system. In the previous work [39], we ap-
plied the evolution operator method [40, 41] to an-
alyze the influence of the gravitational field and the
Earth’s rotation on the atomic interference process,
in which the Raman pulses are assumed to be per-
fect. Here, we will use the same method to further
calculate the influence of imperfect Raman pulses
on the interference signal for the three-pulse atom
interferometer.
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2. Multiple interference paths caused
by the imperfect Raman pulses

Let us assume that there are only two non-
degenerate energy levels in the atomic system and
there are no interactions between atoms. The in-
ternal ground state and the internal excited state
of atoms can be represented by |g〉 and |e〉, re-
spectively, in a three-pulse atom interferometer, as
shown in Fig. 1.

In a perfect case, the three-pulse sequence
(θ1–θ2–θ3) is (π/2–π–π/2), and the interference
path formed after the interaction between the atoms
and the pulses is only the main path I. We assume
that the atoms are in the |g〉 state with full prob-
ability at the initial time. After the first pulse is
applied, half of the atoms are in the |g〉 state, and
half are in the |e〉 state. After the second pulse is ap-
plied, the internal states of the atoms are reversed,
and the atoms that were originally in the |g〉 (or |e〉)
state jump to the |e〉 (or |g〉) state. After applying
the third pulse, half the atoms in the |g〉 (or |e〉)
state change to the |e〉 (or |g〉) state and the other
half is still in the |g〉 (or |e〉) state — then the inter-
ference path is combined. Therefore, the atoms in
the final state come from both the upper and lower
paths. Finally, the transition probability of atoms in
the |g〉 or |e〉 state can be obtained. Since the upper
and lower paths are different, the information of the
background field is reflected in the interferometric
phase shift, and the target physical quantities can
be obtained by detecting the atomic probability in
a certain internal state.

If the pulses are not perfect, multiple paths are
formed. The imperfect pulse areas are modified as
θ1 = π

2 + δθ1, θ2 = π + δθ2, θ3 = π
2 + δθ3. The

interference path I (purple, solid line) is formed
by all three pulses (θ1–θ2–θ3), the path II is built
(green, densely dotted line) by the first and sec-
ond pulses (θ1–θ2), the interference path III (yel-
low, densely dashed line) is built by the second and
third pulses (θ2–θ3), and the interference path IV
(red, dash–dotted line) is formed by the first and

Fig. 1. Schematic diagram of multiple paths of the
atom interferometry.

Fig. 2. Timing diagram for three-Raman-pulse se-
quence (θ1 − θ2 − θ3).

third pulses (θ1–θ3). Considering that the value of
δθi (i = 1, 2, 3) is relatively small, the I-path is the
main interference path. Since all of the four-path in-
formation is detected in the actual experiment, the
detection of the interference signal in the main path
will be affected. In order to more accurately mea-
sure the target physical quantity, the correspond-
ing theoretical analysis must be developed and the
multi-path effect must be well-estimated.

3. Analysis of the imperfect Raman pulses
effect on the interference signal

Consider a three-pulse atom interferometer in
a uniform gravitational field. The evolution oper-
ator method will be used to calculate the interfer-
ing fringe contrast and phase shift with the imper-
fect pulses. In this section, we first introduce the
evolution operator method and then present how
to model an atom interferometer with an imperfect
pulse sequence.

3.1. Brief introduction
of the evolution operator method

Consider an atom interferometer with a three-
pulse sequence (θ1–θ2–θ3). As shown in Fig. 2, the
Raman pulses start at t1, t2, t3, the three-pulse du-
rations are τ1, τ2, τ3, respectively, and the time in-
terval between two consecutive pulses is T . These
parameters satisfy the following relationships: t1 =
0, t2 = T +τ1, t3 = 2T +τ1 +τ2, τ1 = 1

2τ2 = τ3 = τ .
We assume that the atomic initial wave function
is |ψ(t1)〉. The time evolution operator can be ex-
pressed as U (t2, t1) for the time from t1 to t2, and
the wave function at t2 can be written as
|ψ(t2)〉 = U(t2, t1) |ψ(t1)〉 . (1)

The time evolution operator can be decomposed
into the free evolution operator Uprop(t2, t1) and the
atom–laser interacting evolution operator Ulaser(τ1)
using a mathematical tool. It is defined as

U(t2, t1) ≡ Uprop(t2, t1)Ulaser(τ1). (2)
In the Schrödinger picture for a two-level atom,

the total Hamiltonian of the system can be ex-
pressed as

Ĥ(t) = ~ωg |g〉 〈g|+ ~ωe |e〉 〈e|

+
p̂2

2m
+ V (x)− d ·E(t). (3)
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Here, ~ωg and ~ωe represent the atomic internal
energy levels of ground states and excited states,
respectively, m and p̂ represent the atomic mass
and the momentum operator, respectively, while
V (x) represents the external potential energy of the
atom, which can be expressed as

V (x) = −ma · x (4)
with a being the atomic acceleration. The last term
in (3) is the Hamiltonian of the interaction between
the atoms and the light field under the dipole ap-
proximation. It can be expressed as

−d ·E(t) = ~Ω cos (ωLt− k · x + φ0)

(
0 1

1 0

)
.

(5)
Here, d is the electric dipole moment of a two-level
atom, the effective Raman laser field can be ex-
pressed as

E(t) = E0 cos (ωLt− k · x + φ0) , (6)

and the Rabi frequency is
Ω = −d ·E0/~ (7)

with E0, ωL, k, and φ0 being the amplitude, fre-
quency, the wave vector, and the initial phase of
the laser field, respectively. According to [40, 41],
the atomic free evolution matrix is derived
as

Uprop(t) = e
− i

(
ωe+

p̂2

2m~−ma·x
)
t

0

0 e
− i

(
ωg+

p̂2

2m~−ma·x
)
t


(8)

and the atom–laser interacting evolution matrix is
obtained as

Uθilaser(t) =

[
e− iδiτi/2 0

0 e iδiτi/2

]

×


cos
(
θi
2

)
+ iδiτi

2
sin(θi/2)
θi/2

−e i (k·x−φi)

 i sin
(
θi
2

)
−

(α+a·k)τ2
i

(
cos

(
θi
2

)
− sin(θi/2)

θi/2

)
2θi


−e− i (k·x−φi)

 i sin( θi2 )+
(α+a·k)τ2

i

(
cos

(
θi
2

)
− sin(θi/2)

θi/2

)
2θi

 cos
(
θi
2

)
− iδiτi

2
sin(θi/2)
θi/2

 .
(9)

Here, θi = ω τi (i = 1, 2, 3) represents i-th Ra-
man pulse area (θ1 = θ3 = π

2 , θ2 = π for
the perfect pulses), and the Rabi frequency op-

erator is ω̂ =

√
Ω2+

(
ωL(t)−ωeg−k·p

m

)2, where
ωeg is the frequency difference between two en-
ergy levels of the atom, k·p

m is the Doppler oper-
ator. The laser frequency detuning is defined as
δi = ωL − ωeg − k·p

m − (α+k · a) t, where α is the
linear sweep slope of the light frequency and the
recoil frequency shift is ignored here. One has also
φi = φi,0 +

∫ ti
0

dt (ωL−α ti), for i = 1, 2, 3, with
φi,0 being the initial phase of i-th laser pulse. The
atomic final wave function can be calculated by the
evolution operator for the three-pulse atom inter-
ferometer as∣∣ψ (t3+τ3)

〉
= Uθ3laser(τ3)Uprop(t3, t2)Uθ2laser(τ2)

×Uprop(t2, t1)Uθ1laser(τ1)
∣∣ψ(t1)

〉
. (10)

The probability of an atom being in a cer-
tain internal state can be calculated from the
atomic final wave function, and then the inter-
ferometric fringe contrast and phase shift can be
obtained.

3.2. Calculating the effect of imperfect pulses
in an atom interferometer

In this section the probability of finding an atom
in an excited state in the uniform gravitational
field a = g is calculated, and further the effect of
imperfect Raman pulses on the atom interference
phase and contrast is calculated. The three imper-
fect pulses are denoted as θ1 = π

2 +δθ1, θ2 = π+δθ2,
θ3 = π

2 +δθ3. Substituting them into (9), we expand
each matrix element to the second order term of δθi
(i = 1, 2, 3). Then, the atom–laser interacting evo-
lution matrix for the first or third imperfect pulse
(i = 1, 3) can be written as

Uθilaser(τi) =
1√
2

 M11(θi, τi, δi) e− iδiτi/2 M12(θi, τi, δi) e− iδiτi/2 e i (k·x−φi)

M21(θi, τi, δi) e iδiτi/2 e− i (k·x−φi) M22(θi, τi, δi) e iδiτi/2

 (11)
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with

M11(θi, τi, δi) = e
2 i δiτi
π − 1

2
δθi e

− 2 i (π−4)δiτi
π2 − 1

8
δθi

2 e
2 i (π2+8π−32)δiτi

π3 ,

M12(θi, τi, δi) = − i e
i (π−4)(α+g·k)τi

2

π2 − i

2
δθi e

− i (π2+8π−32)(α+g·k)τi
2

π3 +
i

8
δθ2i e

i (π3−12π2−96π+384)(α+g·k)τ2
i

π4 ,

M21(θi, τi, δi) = − i e−
i (π−4)(α+g·k)τ2

i
π2 − i

2
δθi e

i (π2+8π−32)(α+g·k)τ2
i

π3 +
i

8
δθ2i e−

i (π3−12π2−96π+384)(α+g·k)τ2
i

π4 ,

M22(θi, τi, δi) = e−
2 i δiτi
π − 1

2
δθi e

2 i (π−4)δiτi
π2 − 1

8
δθi

2 e−
2 i (π2+8π−32)δiτi

π3 . (12)

Similarly, the atom–laser interacting evolution matrix for the second imperfect pulse can be obtained as

Uθ2laser(τ2) =

[
M ′11(θ2, τ2, δ2)e− iδ2τ2/2 M ′12(θ2, τ2, δ2)e− iδ2τ2/2 e i (k·x−φ2)

M ′21(θ2, τ2, δ2)e iδ2τ2/2 e− i (k·x−φ2) M ′22(θ2, τ2, δ2)e iδ2τ2/2

]
(13)

with

M ′11(θ2, τ2, δ2) =
(

e
i δ2τ2
π − 1

)
− 1

2
δθ2 e

2 i δ2τ2
π2 +

(
e−

i (π2−8)δ2τ2
8π3 − 1

)
δθ22,

M ′12(θ2, τ2, δ2) = − i e−
i (α+g·k)τ2

2
π2 − (π2 − 8)(α+ g · k)

4π3
δθ2τ

2
2 +

i

8
e−

3 i (π2−8)(α+g·k)τ2
2

π4 δθ22,

M ′21(θ2, τ2, δ2) = − i e
i (α+g·k)τ2

2
π2 +

(π2 − 8)(α+ g · k)

4π3
δθ2τ

2
2 +

i

8
e

3 i (π2−8)(α+g·k)τ2
2

π4 δθ22,

M ′22(θ2, τ2, δ2) =
(

e−
i δ2τ2
π − 1

)
− 1

2
δθ2 e−

2 i δ2τ2
π2 +

(
e

i (π2−8)δ2τ2
8π3 − 1

)
δθ22. (14)

The atomic free evolution matrix can be obtained as

Uprop(t2, t1) =


exp

(
− i

t2∫
t1

dt
(
ωe +

|p+ ~k
2 +mgt|2
2m~

))
0

0 exp

(
− i

t2∫
t1

dt
(
ωg +

|p− ~k
2 +mgt|2
2m~

))
 , (15)

Uprop(t3, t2) =


exp

(
− i

t3∫
t2

dt
(
ωe +

|p+ ~k
2 +mgt|2
2m~

))
0

0 exp

(
− i

t3∫
t2

dt
(
ωg +

|p− ~k
2 +mgt|2
2m~

))
 . (16)

By applying the above time evolution operators
to the atomic initial wave function in turn, the
atomic final wave function can be derived by (10).
Assuming that the atoms are in the ground state
with full probability at the initial times t1 = 0, the
atomic initial wave function is expressed as

∣∣ψ(t1)
〉

=

[
ψe(t1)

ψg(t1)

]
=

[
0

e i (p
~−

k
2 )·x

]
. (17)

Based on (10), the atomic probability in the ex-
cited state can be obtained approximately as

P =
1

2

[
1 + δθ1δθ3 +A1 cos

(
φ1,0 − 2φ2,0 + φ3,0 +B1 −

π

2

)]
+

1

2
A2 cos

(
φ1,0 − φ2,0 − δ0T +B2 −

π

2

)
+

1

2
A3 cos

(
φ2,0 − φ3,0 − δ0T +B3 −

π

2

)
+

1

2
A4 cos

(
φ1,0 − φ3,0 − 2δ0T +B4 −

π

2

)
, (18)

where
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A1 =

√√√√√√√√( 12δθ21 + 1
4δθ

2
2 + 1

2δθ
2
3 − 1

)2
+


−( 4

π2− 2
π )δ0τδθ1 + ( 8

π3− 4
π2 + 1

π )δ0τδθ1
2

+( 4
π2− 2

π )δ0τδθ3 − ( 8
π3− 4

π2 + 1
π )δ0τδθ3

2

−(α+k · g)

[
1 + 2τ

T −
4τ
πT + τ

πT δθ
2
2 + 2τ

πT δθ
2
1

+( 2
π2− 1

π ) 4τ
T δθ3 − ( 2

π3− 1
π2 ) 8τ

T δθ23

]
T 2


2

, (19)

A2 =

√
δθ22δθ

2
3 +

[
4
π δ0τδθ3 −

(
2
π+ 4

π2

)
δ0τδθ2δθ3 + 1

2 (α+k · g)
(
1 + 2τ

T −
8τ
T δθ3 + 8τ

π2T δθ2δθ3
)
T 2
]2
, (20)

A3 =

√
δθ21δθ

2
2 +

[
4
π δ0τδθ1 −

(
2
π+ 4

π2

)
δ0τδθ1δθ2 + 3

2 (α+k · g)
(
1 + 2τ

T −
8τ
3πT δθ1 + ( 1

π2 + 1
π ) 8τ

3T δθ1δθ2
)
T 2
]2
,

(21)

A4 =

√
1
4δθ

2
2 +

[
2
π δ0τδθ2 −

(
1
π + 2

π2

)
δ0τδθ22 − 2(α+k · g)

(
1 + 4τ

T + τ
πT δθ2 − ( 1

2π + 1
π2 ) τT δθ

2
2

)
T 2
]2
, (22)

B1 = arcsin

( 1
2δθ

2
1 + 1

4δθ
2
2 + 1

2δθ
2
3 − 1

A1

)
, (23)

B2 = arcsin

(
δθ2δθ3
A2

)
, (24)

B3 = arcsin

(
δθ1δθ2
A3

)
, (25)

B4 = arcsin

(
δθ22
4A4

)
. (26)

Here, δ0 is the laser detuning at the initial
time t1 = 0. The above equations maintain the
first-order term of τ and the second-order term
of δθi.

3.3. Discussion

From (18), one can intuitively get the fringe con-
trasts A1, A2, A3, A4, respectively corresponding to
the four interfering paths I, II, III, IV in Fig. 1. In
an ideal case, i.e., A1 = 1, A2 = A3 = A4 = 0,
only the I-path exists. In the case of (19)–(22)
and (23)–(26) they demonstrate the effect of im-
perfect pulses on the interfering fringe contrast and
phase shift, respectively. The corresponding analyt-
ical expressions expanded to the second-order fluc-
tuation of imperfect pulses are given. They also
take into account the coupling effect of the imper-
fect pulses with the laser detuning and pulse du-
ration. The result indicates that the second-order
fluctuation of imperfect pulses is dominant. Note
that the coupling effect of gravity acceleration and
imperfect pulses δθi can be ignored because the
gravity-induced Doppler shift can be compensated
by adjusting the linear sweep slope α to satisfy
α + k · g ≈ 0. This means that the main effect is
independent of the effective wave vector. Therefore,
the Doppler-insensitive interferometer is suitable to
study the multi-path effect since it is not easy to dis-
tinguish the main path from other redundant paths
in the Doppler-sensitive interferometer.

Fig. 3. Interfering fringe contrast varying with
both the first (or third) and second imperfect pulses.

Fig. 4. Change of the phase shift with the first (or
third) and second imperfect pulses.

In general, we are focusing is on the influence
of imperfect Raman pulses on the main interfer-
ing path. In this case, the fringe contrast and the
change of the phase shift can be written as C = A1,
δφ = B1 − π/2. We use the typical experimental
parameters, i.e., the laser detuning δ0 = 1 kHz,
the pulse duration τ = 24 µs, and the Rabi fre-
quency ω = 6.5 × 104 Hz. The pulse fluctuation
δθi = ∆ω τ can be estimated as −0.16–0.16 rad
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with Rabi frequency fluctuation ∆ω = 1
10ω. We

plot the interfering fringe contrast and the phase
shift varying with δθi as shown in Fig. 3 and Fig. 4,
respectively. As the effects of δθ1 and δθ3 are sim-
ilar, only the fringe contrast and the phase shift
varying with both δθ1 (or δθ3) and δθ2 are given. In
Fig. 3, the effect of imperfect pulses on the fringe
contrast is less than two percent. In Fig. 4, the ef-
fect of imperfect pulses on the phase shift is less
than 1 mrad. Specially, when δθ1 = δθ3, the change
of the phase shift is δφ = 0 regardless of the value
of δθ2. According to (18), the multi-path effect can
be eliminated by adjusting Raman pulse-related pa-
rameters. Some methods of eliminating this effect
have also been proposed, e.g., modifying the timing
of the laser pulses [12] or through the stimulated
Raman adiabatic technology [42, 43].

4. Conclusion

We present a theoretical analysis on the atomic
interference signal due to the imperfect pulses ef-
fect in a three-pulse atom interferometer and give
the corresponding analytical expressions using the
evolution operator method. Based on typical pa-
rameters, we evaluate this effect on the interfero-
metric fringe contrast and the phase shift, and find
the second-order fluctuation of imperfect pulses is
dominant compared to the first-order effect. This
work presents a detailed calculation for the imper-
fect pulse effect that may give a useful theoretical
reference for research to improve the interference
efficiency for a higher precision atom interfering ex-
periment.
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