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In the standard way of analytical mechanics, the Euler–Lagrange equation as an equation of motion is
derived from the principle of least action based on the variational principle. In this paper, we present
an alternative way to describe the motion by explicitly solving an extreme value problem of the action
without the variational principle. We assume that the position x(t) is expressed by power series of time
t with an infinite number of unknown coefficients, and show that these coefficients can be correctly
determined by the boundary conditions and the extremum conditions of the action by explicit calcu-
lations, which describe the actual motion. We will present the motion of a free particle, the motion
under constant gravity, a harmonic oscillation, the time-dependent Lagrangian, and a non-linear force
as examples.
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1. Introduction

The principle of least action [1, 2] in analytical
mechanics tells us that a particle moves along the
path for which the action S satisfies the station-
ary condition δS = 0. The equation of motion,
the Euler–Lagrange equation, is derived by solving
the stationary conditions for the action, by applying
the variational principle. In the context of physics
education, simple and intuitive approaches to help
students to understand the principle of least action
have been studied by many [3–6]. Conditions of the
minimality of the action are also discussed [7, 8].

On the other hand, one can perform an explicit
calculation of the action by assuming a specific form
of function for x(t). By solving the extremum con-
dition for the action, one can obtain a function x(t)
which describes the realistic motion [9, 10]. In [10],
it is assumed that x(t) has a form of x(t) = Atn

(denoted by y(t) in [10]) as a function of time t
with unknown coefficient A, to describe a motion
under constant gravity. In this paper, we assume
that x(t) is written by an infinite power series of t,
with an infinite number of unknown coefficients
an (n = 0, 1, 2, 3, . . .), such as

x(t) =

∞∑
n=0

ant
n. (1)

Given the Lagrangian, one can explicitly calculate
the action under this power series ansatz, and the
action is a function of an. A different choice of the
coefficients an corresponds to a different path of the
particle. We will show that the coefficients an will

be determined by solving two boundary conditions
at t = 0 and t = T and the extremum conditions
of the action, such that the corresponding function
x(t) correctly describes the motion. As examples,
we discuss the one-dimensional motion such as a free
particle, the motion under constant gravity, a har-
monic oscillation, the time-dependent Lagrangian,
and a non-linear force.

This paper is organized as follows. In Sect. 2,
we show our formulation of the principle of least
action in the context of coefficients an. In Sect. 3,
we give five examples and show how the correct co-
efficients an are determined. We conclude in Sect. 4.

2. Formulation

In this section, we briefly follow the principle of
least action and summarize our formulation for ex-
plicit calculation of the action, which will be applied
in discussions below.

Here, we concentrate on the motion in one dimen-
sion along the x-axis. The Lagrangian L(x(t), ẋ(t))
depends on x(t) and its time derivative ẋ(t), and is
defined as the difference of the kinetic energy and
the potential energy U(x(t)), given by

L
(
x(t), ẋ(t)

)
=
m

2
ẋ(t)2 − U

(
x(t)

)
, (2)

where m is the mass of the moving object.
For the time region 0 ≤ t ≤ T , the action S is

defined as

S =

T∫
0

dt L
(
x(t), ẋ(t)

)
. (3)
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In order to find the correct path x(t) which min-
imizes the action, we assume that x is a function
of time t with independent coefficients an (n = 0,
1, 2, . . .), that is,

x = x(t, a0, a1, a2, . . .). (4)
Since a different choice of an corresponds to a dif-
ferent path of the particle, one has to find the set
of an which minimizes the action.

If one assumes that x is a function of N coeffi-
cients a0, a1, a2, . . . aN−1, the action is a function
of T and an, S(T, a0, a1, a2, . . . aN−1). In a stan-
dard way for deriving the Euler–Lagrange equa-
tion, two boundary conditions for x are imposed as
δx(0) = δx(T ) = 0, which represents that the vari-
ations of x vanish at the boundaries.

On the other hand, in our present approach,
we will impose that two boundary conditions for x
at t = 0 and t = T are introduced by fixing
the start point x(0) and the endpoint x(T ) which
reduce the number of independent coefficients by
two. Therefore two coefficients, say a0 and a1, are
eliminated from the action, and it is written as
S(T, a2, a3, . . . aN−1). The remaining N − 2 coef-
ficients will be determined by N −2 extremum con-
ditions of the action,

∂S

∂ak
= 0, k = 2, 3, . . . , N − 1. (5)

In this way, N conditions determine N coefficients
such that the boundary conditions and the ex-
tremum conditions are satisfied, without the vari-
ational principle and without solving the Euler–
Lagrange equation.

In the next section, we will show with five exam-
ples that the coefficients an obtained by this method
correctly represent the motion, with N →∞.

3. Examples

Now we give five examples for explicit calcula-
tion of the principle of least action: (i) the mo-
tion of a free particle, (ii) the motion under con-
stant gravity, (iii) a harmonic oscillation, (iv) the
time-dependent Lagrangian, and (v) a non-linear
force.

3.1. Free particle

When a particle of mass m is moving along the
x-axis without any potential, the Lagrangian is
given by

L =
m

2
ẋ(t)2. (6)

For simplicity, we first assume that x(t) is
a quadratic function of time t as

x(t) = a0 + a1t+ a2t
2,

ẋ(t) = a1 + 2a2t,

ẍ(t) = 2a2, (7)
where the independent coefficients a0,1,2 will be de-
termined by two boundary conditions of x(t) and
one extremum condition of the action.

If the particle is located at the origin x = 0 at
time t = 0, and moves to x = D at time T , then
two boundary conditions eliminate two coefficients
a0 and a1 as follows:

x(0) = 0⇒ a0 = 0

x(T ) = D ⇒ a1T = D − a2T 2 (8)
which will be imposed in the action.

After a short calculation with the (8) substitu-
tion, one obtains the action S as a function of a2,
i.e.,

S =

T∫
0

dt L =
m

6
T 3a22 +

m

2T
D2. (9)

Since the action S is a quadratic function of a2,
it has the minimum if T > 0. The extremum con-
dition of the action

dS

da2
=
m

3
T 3a2 = 0, (10)

gives a2 = 0, and further also a1 = D/T from (8).
Applying the results to (7), finally we obtain

x(t) =
D

T
t,

ẋ(t) =
D

T
,

ẍ(t) = 0, (11)
which describe the motion of a constant velocity
v = D/T , as expected.

Next, for a general discussion, let us assume that
x(t) is a function of infinite power series of t with
an infinite number of coefficients an, given by

x(t) =

∞∑
n=0

ant
n

ẋ(t) =

∞∑
n=0

nant
n−1

ẍ(t) =

∞∑
n=0

n(n− 1)ant
n−2. (12)

In this case, although all an have to be determined
by an infinite number of conditions, the method to
be taken is the same as before. From two boundary
conditions, two degrees of freedom vanish and the
coefficients a0 and a1 can be expressed as

x(0) = 0⇒ a0 = 0

x(T ) = D ⇒ a1T = D −
∞∑
n=2

anT
n. (13)

By imposing (13), the action is obtained as

S =
m

2

∞∑
n,`=0

n`

n+ `− 1
ana`T

n+`−1 =

m

2

 ∞∑
n,`=2

Kn`ana`T
n+`−1 +

D2

T

 , (14)
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TABLE I

List of coefficients for the kinetic term Kn` and the potential terms An, An`, Bn, Bn`, Bn`j and Bn`jm.

Kn`
(n−1)(`−1)

n+`−1

An − 1
3
+ 1

n+2

An`
1
3
−

(
1

n+2
+ 1

`+2

)
+ 1

n+`+1

Bn − 1
5
+ 1

n+4

Bn`
1
5
−

(
1

n+4
+ 1

`+4

)
+ 1

n+`+3

Bn`j − 1
5
+

(
1

n+4
+ 1

`+4
+ 1

j+4

)
−

(
1

n+`+3
+ 1

`+j+3
+ 1

j+n+3

)
+ 1

n+`+j+2

Bn`jm
1
5
−

(
1

n+4
+ 1

`+4
+ 1

j+4
+ 1

m+4

)
+

(
1

n+`+3
+ 1

n+j+3
+ 1

n+m+3
+ 1

`+j+3
+ 1

`+m+3
+ 1

j+m+3

)
−
(

1
n+`+j+2

+ 1
n+`+m+2

+ 1
n+j+m+2

+ 1
`+j+m+2

)
+ 1

n+`+j+m+1

where

Kn` =
(n− 1)(`− 1)

n+ `− 1
, (15)

which can also be indicated in Table I. The ex-
tremum conditions for the action are given by

∂S

∂ak
= m

∞∑
n=2

KnkanT
n+k−1 = 0, (16)

for k ≥ 2, where the coefficients are independent
from each other, and the derivative of the coeffi-
cient is expressed by the Kronecker delta δ`k, as
∂a`/∂ak = δ`k. In order to satisfy the condi-
tion (16) for arbitrary T and k ≥ 2, all coefficients
an in the summation must vanish, i.e., an = 0 (for
n ≥ 2). As a reminder, the only non-vanishing
coefficient obtained from (13) that reproduces (11)
is a1 = D/T .

In this way, one can find the correct form of
x(t) which describes the realistic motion by as-
suming the form (12) of function of x(t) with
the imposed boundary conditions and extremum
conditions.

3.2. Motion under constant gravity

As the second example, we consider a vertical
motion of an object with mass m under constant
gravity with the gravitational acceleration g. The
Lagrangian is given by

L =
m

2
ẋ(t)2 −mgx(t). (17)

As in the previous discussion regarding (12), we as-
sume that x(t) and its derivatives are written as
an infinite power series of t.

By imposing the boundary conditions, two coef-
ficients a0 and a1 are expressed by the other coeffi-
cients as

x(0) = 0⇒ a0 = 0

x(T ) = 0⇒ a1T = D −
∞∑
n=2

anT
n, (18)

which is the same as (13) with D = 0.

Now, one might think that this result corresponds
to the motion of an object that is vertically thrown
upwards from x = 0 at t = 0, and it returns to the
starting point at t = T . However, here we are not
assuming that this is such a motion. In the follow-
ing discussions, we will find what motion actually
occurs under the boundary conditions (18) and the
extremum conditions of the action.

Substituting (12) into (17), and integrating the
Lagrangian in terms of t, we obtain

S =
m

2

∞∑
n,`=0

n`

n+ `− 1
ana`T

n+`−1

−mg
∞∑
n=0

1

n+ 1
anT

n+1. (19)

Since the kinetic term in (19) is the same as that
of a free particle, the same expression appears
for D = 0 and by imposing the boundary condi-
tions (18). In turn, the second term of (19) can
be written as

−mg

(
1

2
a1T

2 +

∞∑
n=2

1

n+ 1
anT

n+1

)
=

1

2
mg

∞∑
n=2

n− 1

n+ 1
anT

n+1, (20)

by imposing (18). Therefore, the action is given as

S =
m

2

∞∑
n,`=2

Kn`ana`T
n+`−1

+
mg

2

∞∑
n=2

n− 1

n+ 1
anT

n+1. (21)

Differentiating the action with respect to ak, we ob-
tain the extremum conditions
∂S

∂ak
= mT k+1

( ∞∑
n=2

KnkanT
n−2 +

g

2

k − 1

k + 1

)
= 0,

(22)
for arbitrary k ≥ 2 and T . Dividing (22) by
m(k−1)Tk+1

(k+1) , one gets
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∞∑
n=2

(n− 1)(k + 1)

n+ k − 1
anT

n−2 = −g
2
. (23)

Since the right hand side (r.h.s.) of (23) is con-
stant, the k dependence on the left hand side (l.h.s.)
of (23) must vanish. This implies that the only rel-
evant term on the l.h.s. is a2 6= 0, because the
factor k+1 is canceled out when n = 2, and an = 0
for n ≥ 3.

From (23) and (19), we obtain

a2 = −1

2
g, a1 =

1

2
gT, (24)

while from (12),

x(t) = −1

2
gt2 +

1

2
gT t,

ẋ(t) = −gt+ 1

2
gT,

ẍ(t) = −g, (25)
respectively. For T > 0, these equations describe
the motion of an object that is thrown upwards with
the initial velocity v0 = gT/2, as expected.

3.3. Harmonic oscillation

As the third example, we consider the motion of
a harmonic oscillator with the Lagrangian

L =
m

2
ẋ(t)2 − m

2
ω2x(t)2. (26)

Here, we assume that x(t) is written by an infinite
power series of ωt. Namely,

x(t) =

∞∑
n=0

an(ωt)
n,

ẋ(t) =

∞∑
n=0

nωan(ωt)
n−1,

ẍ(t) =

∞∑
n=0

n(n− 1)ω2an(ωt)
n−2. (27)

The boundary conditions reduce two degrees of free-
dom as usual,

x(0) = 0⇒ a0 = 0

x(T ) = 0⇒ a1ωT = −
∞∑
n=2

an(ωT )
n, (28)

which later will be imposed in the action.
Substituting (27) into (26), we obtain the action

S =
mω

2

∞∑
n,`=0

ana`(ωT )
n+`−1

×
(

n`

n+ `− 1
− (ωT )2

n+ `+ 1

)
= (29)

mω

2

∞∑
n,`=2

ana`(ωT )
n+`−1

(
Kn` −An`(ωT )2

)
where (28) has been imposed in the last equality to
eliminate a0 and a1 from the action. The extremum
conditions ∂S/∂ak = 0 (k ≥ 2) are of the form

∞∑
n=2

an(ωT )
n+k−1

(
Knk −Ank(ωT )2

)
= 0. (30)

In Table I, one finds the calculated An`, together
with the other coefficients.

In order to find the conditions of an which
satisfy (30), we make the following replacement
n = n′ + 2 (n′ ≥ 0) in the first term including Knk.
Then, one gets

∞∑
n′=0

an′+2(ωT )
n′+k+1Kn′+2,k. (31)

In the case of the second term in (30) including
Ank, the summation can be taken from n = 0, since
A1k = 0 and a0 = 0. Thus, the condition (30) can
be expressed (rewriting n′ as n) by

∞∑
n=0

(ωT )n
(
Kn+2,kan+2 −Ankan

)
= 0, (32)

except for the factor (ωT )k+1. If one requires the
second parentheses (. . . ) to be zero for each n, the
trivial solution an = 0 is obtained. In order to find
the nontrivial solution for an, we assume the recur-
rence formula for an. Namely,

an+2 = f(n)an. (33)
and then (32) leads to

∞∑
n=0

an(ωT )
ng(n, k) = 0, (34)

where
g(n, k) = Kn+2,kf(n)−Ank, (35)

for arbitrary T and k ≥ 2. Since what we can
only impose here is the boundary conditions (28)
which are equivalent to

∑∞
n=0 an(ωT )

n = 0, we
find that the condition (34) is satisfied if g(n, k)
is independent of n.

In order to find the conditions under which
g(n, k) is independent of n, we require ∂g/∂n = 0.
As a result

f(n) + (n+ 1)f ′(n)− 1

(n+ 2)2
=

(n+ 1)(n+ 2)f(n) + 1

(n+ k + 1)(n+ 2)
, (36)

where the r.h.s. contains k, while the l.h.s. does
not. This implies that the k dependence on the
r.h.s. must vanish. Hence,

f(n) = − 1

(n+ 1)(n+ 2)
. (37)

The recurrence formula (33), (37), and a0 = 0 fol-
lowed by (28), give the relations

a2j = 0, a2j+1 =
(−1)j

(2j + 1)!
a1, (38)

valid for j = 0, 1, 2, . . .. With the support of
the first equation in (28), we obtain the final
result

x(t) = a1

∞∑
j=0

(−1)j

(2j + 1)!
(ωt)2j+1 = a1 sin (ωt) ,

(39)
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which describes motion of a simple harmonic os-
cillator with the angular velocity ω, as expected.
Since the remaining coefficient a1 is the overall fac-
tor of the action, it cannot be determined by the
extremum condition of the action.

3.4. Time-dependent Lagrangian

For a different class of the Lagrangian, let us con-
sider the case of the time-dependent Lagrangian.
If a resistance force is proportional to the velocity
f = −αẋ (α is a constant), such as air resistance,
the Lagrangian depends explicitly on time as

L =
m

2
ẋ(t)2 eαt, (40)

and the equation of motion mẍ = −αẋ is derived
from the Euler–Lagrange equation. Solving it un-
der the initial conditions

x(0) = 0,

ẋ(0) = v0, (41)
one obtains

x(t) =
v0
α

(
1− e−αt

)
. (42)

In several steps, we will now derive (42) based
on the current approach. Firstly, we assume the
replacement of ω → α in the position x(t) and its
derivatives given by (27). Secondly, the factor eαt

in (40) can be expanded as

eαt =

∞∑
n=0

1

n!
(αt)

n
. (43)

Under the boundary conditions
x(0) = 0⇒ a0 = 0

x(T ) = D ⇒ a1αT = D −
∞∑
n=2

an(αT )
n, (44)

one can perform the time integration of the La-
grangian, and obtain

S =
m

2

α

αT

∞∑
n=0

(αT )
n

n!
(45)

×
[
D2

n+ 1
+ 2D

∞∑
`=2

a`(αT )
`

(
`

n+ `
− 1

n+ 1

)

+

∞∑
`,j=2

a`aj(αT )
`+j

(
1

n+ 1
− 2`

n+ `
+

`j

n+ `+ j

)]
.

From the extremum condition (5), and by impos-
ing (44), we obtain

∞∑
n=0

(αT )
n

n!

∞∑
`=1

k`

n+ `+ k − 1
a`(αT )

` =

∞∑
n=0

(αT )
n

n!

∞∑
`=1

`

n+ `
a`(αT )

`. (46)

Note, importantly, that the l.h.s. contains k, while
the r.h.s. does not. Although (46) can be identi-
cally satisfied if one requires n + ` = 1, it cannot
determine a`. We will now find a` from the condi-
tion that the l.h.s. of (46) is independent of k.

Since the summation in the l.h.s. of (46) is valid
for `′ ≥ 0, then introducing `′ = ` − 1 (and again
denoting `′ as `) one can obtain

−αT
∞∑

n,`=0

(αT )
n
(−αT )`

n!`!

k

n+ `+ k
C`+1, (47)

where
C`+1 = (−1)`+1(`+ 1)!a`+1. (48)

If a`+1 can be written as

a`+1 = C
(−1)`+1

(`+ 1)!
(` ≥ 0) (49)

with a constant C, then C`+1 = C becomes inde-
pendent of `. In this case, the summation in (47)
is 1 because the term of n = ` = 0 remains, and
the other terms are canceled out with each other.
Therefore, we obtain

l.h.s. = −αTC. (50)
The constant C can be determined using (44), then

C = − D

1− e−αT
. (51)

At the final stage, the result is

x(t) =
D

1− e−αT
(
1− e−αt

)
, (52)

which corresponds to v0 = αD/(1− e−αT ).
In this way, the problem can be solved similarly

if the Lagrangian depends explicitly on time, as in
the case of resistance force proportional to velocity.

3.5. Non-linear force

Now, we present an example of an equation of
motion with a non-linear term. To confirm that
our present approach works correctly, we will con-
sider the Lagrangian

L =
m

2
ẋ(t)2 + x(t)2 +

1

2
x(t)4, (53)

of which an analytical solution exists, without wor-
rying about the physical backgrounds. The equa-
tion of motion is ẍ = 2(x + x3). Under the initial
conditions

x(0) = 0, ẋ(0) = 1, (54)
one obtains the analytical solution

x(t) = tan(t) ' t+ 1

3
t3 +

2

15
t5 +

17

315
t7 + . . . .

(55)
In several steps, we will now derive (55) based on
our current approach.

We assume (12) as the position x(t) and its
derivatives, and (13) as the boundary conditions.
Under these assumptions, the kinetic term of the
action is given by (14), and the potential terms S2

from the x2 term and S4 from the x4 term are given
by

S2 =
1

3
D2T + 2D

∞∑
n=2

AnanT
n+1

+

∞∑
n,`=2

An`ana`T
n+`+1, (56)
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and

S4 =
1

2

[
1

5
D4T + 4D3

∞∑
n=2

BnanT
n+1 + 6D2

∞∑
n,`=2

Bn`ana`T
n+`+1 + 4D

∞∑
n,`,j=2

Bn`jana`ajT
n+`+j+1

+

∞∑
n,`,j,m=2

Bn`jmana`ajamT
n+`+j+m+1

]
, (57)

respectively, where the potencial coefficients An,
An` and Bn, Bn`, Bn`j are presented in Table I.

Here we impose the extremum conditions (5) and
the boundary conditions (13) as usual. We are

aiming to confirm that the analytical solution (55)
can be derived. We put a1 = 1 which corresponds
to the initial condition (54). Then, except for the
overall factor T k+1, we obtain the condition

∞∑
n=2

KnkanT
n−2 + 2T

(
1

k + 2
− 1

3

)
+ 2

∞∑
n=2

anT
n

(
1

n+ k + 1
− 1

n+ 2

)
+ 2

[
T 3

(
1

k + 4
− 1

5

)

+3

∞∑
n=2

anT
n+2

(
1

n+ k + 3
− 1

n+ 4

)
+ 3

∞∑
n,`=2

ana`T
n+`+1

(
1

n+ `+ k + 2
− 1

n+ `+ 3

)

+

∞∑
n,`,j=2

ana`ajT
n+`+j

(
− 1

n+ `+ j + 2
+

1

n+ `+ j + k + 1

) = 0. (58)

If we require that the coefficients of each order
of T vanish, then all an are constants independent
of k, and we obtain

T 0 : a2 = 0, T 1 : a3 =
1

3
,

T 2 : a4 = 0, T 3 : a5 =
2

15
,

T 4 : a6 = 0, T 5 : a7 =
17

315
, . . . . (59)

Together with a0 = 0 and a1 = 1, we found that
the analytical solution (55) is obtained.

4. Conclusions

In this paper, we have presented an alternative
way to describe the motion by explicitly solving
an extreme value problem of the action without
the variational principle. Assuming the power se-
ries ansatz for x(t) with an infinite number of co-
efficients an, the action is expressed as a function
of an. The value of the action varies by an, and
there exists the set of an which gives the extremum
value of the action, and we have shown that it cor-
rectly describes the actual motion.

Since a different boundary condition gives a dif-
ferent set of an, one can obtain a different solution
by imposing another boundary condition. Also one
can assume a different function of t for x(t), such
as the Fourier series instead of tn. In this paper,
we have concentrated our discussion on the case
where an analytical solution exists to show that our

approach works properly. It would be possible to
extend our discussion to other cases even if analyt-
ical solutions do not exist, in the same way.

The method discussed here will be an alternative
way of understanding the principle of least action,
based not on the variational principle. Generalizing
this approach is left to future work.
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