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We report a theoretical study on the effect of the exchange coupling on magnon propagation in a wave-
guide, composed of a dipole-coupled nanometric magnetic cluster chain and a few additional clusters
near the chain. We show that an appropriate choice of the exchange coupling constant J or the ge-
ometrical/magnetic parameters of the structure can lead either to narrow dips or to narrow peaks in
the transmission spectrum of magnons along the chain. The phase of the transmission amplitude, the
state phase shift and the variation of the density of states are also discussed as a function of frequency
for different values of J . The effect of attenuation on the transmission spectra is also discussed. The
results are obtained by means of the Green’s function technique. The presented study could be useful
for constructing the selecting or rejecting magnon filters.
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1. Introduction

Magnonic crystals, i.e., magnetic structures for
spin-wave propagation with a periodic modulation
of structural, compositional or magnetic properties,
are the counterpart of photonic and phononic crys-
tals where the spin wave band structure consists of
intervals of allowed frequencies and forbidden bands
(gaps) in which there are no allowed magnonic
states [1–4]. Magnonic crystals have become the
focus of significant attention for their interesting
advantages in comparison with their photonic and
phononic crystals counterparts. Spin waves per-
haps display more diversity of dispersion character-
istics [5, 6] than any other kind of wave (e.g., elec-
tromagnetic or acoustic). The dispersion of the spin
waves with a wavelength shorter than the period of
a magnonic crystal contains magnonic band gaps,
while in the case of spin waves with a longer wave-
length, the same magnonic crystal will represent
an effectively continuous medium with properties
defined not only by those of the constituent mag-
netic materials but also by the details of the ge-
ometrical and micromagnetic structure [7–9]. Fur-
thermore, spin waves enable easy tunability by

an external magnetic field and reprogrammability
of the band structure [4, 10, 11]. It is worth to men-
tion that spin waves typically exist in the microwave
frequency range and their wavelength can be de-
creased to the nanoscale, making them a promising
prospect for the development of microwave informa-
tion processing devices [5–8, 12].

Research in the area of nanofabrication technol-
ogy and the production of high-performance mag-
netic materials have made possible the prepara-
tion of regular arrays of magnetic particles of dif-
ferent shapes and sizes [13–16]. For magnetic
nanoclusters, interest has focused on the determi-
nation of their internal magnetic structure which
is of fundamental importance for practical appli-
cations. In this direction, d’Albuquerque et al.
proposed a method to investigate the phase di-
agrams of nanosized systems [17, 18]. Their
method is based on a scaling relation when start-
ing from the phase diagrams of much smaller sys-
tems. In [19], Rivkin et al. introduced the “dis-
crete dipole approximation” method to calculate
the modes along a linear chain of ferromagnetic
particles having an arbitrary shape. They also
extend their technique to treat infinite lattices of
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such nanoparticles [20, 21]. Let us also mention the
method reported by Khater et al. to calculate the
spin mode energies of a magnetic cluster on the sur-
face of a magnetic substrate [22, 23]. They also
investigated the presence of magnetic excitations
localized on clusters supported on the surface of
a magnetically ordered substrate. Spin wave ex-
citations in dipole-coupled nanodisks from permal-
loy are investigated in [24], while in [25], spin wave
excitations in two-dimensional magnetic nanodots
in the vortex state are explored. On experimen-
tal grounds, magnetic force microscopy and mag-
netization measurements have been used to inves-
tigate the arrangement of the magnetic moments
within the particles [16, 26, 27]. The magnetization
and resonance frequencies of submicron Fe magnetic
dot arrays were investigated by the Brillouin light
scattering techniques and magneto-optic Kerr ef-
fects [28, 29]. In [30], Shimon et al. used the micro-
focused Brillouin light scattering spectroscopy to
investigate the dynamic response of a single mag-
netic disk as a function of closely-spaced neighbor-
ing disks coupling configurations. They also de-
veloped a simple method to estimate the strength
of the effective dipolar interaction based on ex-
perimental data fitting. The dependence of the
magnetic moments of the free clusters on size
and temperature were investigated using a Stern–
Gerlach magnet and a time-of-flight mass spectro-
meter [31]. The X-ray magnetic circular dichro-
ism technique has been used to investigate the or-
bital and spin magnetic moments of supported clus-
ters [32, 33]. The Brillouin scattering is extensively
used to study spin excitations in magnetic systems
including nanoarrays [34–36]. Using coherent inelas-
tic light scattering from a microwave-excited array
of magnetic particles, Giovannini et al. have shown
that it should be possible to drive specific spin
modes into nonlinear regimes [37].

Depending on the relative importance of the mag-
netic dipole–dipole and exchange interactions, dif-
ferent models for the magnetic behavior need to be
employed. For instance, for small enough values of
the excitation wave vector (typically less than about
107 m−1 in a ferromagnet), dipolar effects are dom-
inant for the dynamics and magnetostatic modes
are the resulting excitations that propagate in such
structures. On the other hand, at large enough wave
vectors, typically > 108 m−1, the exchange inter-
action, which thus provides the restoring force for
spin waves, will be dominant. The magnon wave
vector at which these two types of interaction are
comparable may vary for different magnetic mate-
rials [38, 39]. In this work, we adopt the “discrete
dipole approximation” model [19, 40] for a ferro-
magnetic chain with additional clusters in order
to discuss the intermediate (or “dipole-exchange”)
case, where both types of interactions influence the
dynamical behavior. We restrict the exchange inter-
action to the nearest neighbors only. This is a first
step towards more sophisticated calculations.

Fig. 1. (a) Infinite linear cluster chain. The dis-
tance between two neighboring clusters is d, the
static magnetic moments is Ms and the external
magnetic field is H0, along the z axis. (b) Fre-
quency as a function of the reduced wave vector kd
(dispersion relation (6)) for an infinite linear chain.
The parameters are γ = Ms = d = H0 = 1. The
plots are given for J = 0 (solid curve), J = 0.15
(dashed-dotted curve) and J = 0.30 (dashed curve),
respectively.

In previous publications [41–42], we proposed
a theory of magnon propagation in waveguides,
composed of an infinite nanometric magnetic clus-
ter chain and additional clusters near the chain.
We have taken into account only the dipole–dipole
interactions between the nearest-neighbor cluster
local magnetic moments. It has been shown that
the coupling of the infinite chain to the adsorbed
clusters (which play the role of resonators) induces
peaks and dips (or zeros) in the transmission spec-
trum. These resonant states result from an internal
resonance of the structure when such a resonance is
situated in the vicinity of a zero of transmission or
placed between two zeros of transmission. Let us
finally mention that in [43] we presented a multi-
plexing device that can transfer one magnon state
from one cluster chain to the other, leaving all the
other neighbor states unaffected.

Motivated by these findings and based on model
calculations in which the strength of the exchange
coupling constant J has been manipulated, we
present in this work a detailed analysis of vari-
ous features induced by the exchange coupling in-
side the transmission band of a waveguide com-
posed of an infinite nanometric ferromagnetic clus-
ter chain (see Fig. 1a) and additional clusters near
the chain (the geometry of the waveguide is depicted
in Fig. 2). The distance between the two clusters in
the infinite chain and in the three cluster chains is
considered to be d and the distance between the ad-
ditional clusters and the wire is considered to be d1.
The nanoparticles in the infinite chain are to bear
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a permanent magnetic moment Ms, while that of
the three additional clusters is M ′

s. We show ana-
lytically and numerically that an appropriate choice
of the exchange coupling constant J or the geo-
metrical/magnetic parameters can lead either to
narrow dips or to narrow peaks in the transmis-
sion spectrum of magnons along the ferromagnetic
chain. We also study the transmission phase, the
state phase shift and the variation of the density of
states (VDOS). The results achieved in this work
have been established through the analysis of the
transmission function (amplitude and phase) ob-
tained within the framework of the Green’s function
method.

This paper is organized as follows. In Sect. 2,
we recall the expressions of dispersion, transmission
and reflection coefficients, phase and VDOS associ-
ated to the structure depicted in Fig. 2. These re-
sults are necessary for the understanding of the new
phenomenon obtained for the structure proposed in
this work. Section 3 is devoted to the analysis and
discussion of the results. Finally, conclusions are
drawn in Sect. 4.

2. Transmission and reflection coefficients

Our calculation is performed with the help of
the interface response theory of the discrete media.
This theory allows the calculation of the Green’s
function of any composite material and then the
transmission and reflection coefficients. In what fol-
lows, we shall avoid the details of these calculations
which are similar to those given in [41–43]. Instead,
we just give the expressions of the dispersion, trans-
mission and reflection coefficients.

Following the “discrete dipole approximation”
method [19–40], the magnon modes are assumed to
follow the Landau–Lifshitz equation

− 1

γ

dmi

dt
= mi × htotal

i +
β

Ms
mi ×

(
mi × htotal

i

)
,

(1)
where mi is the magnetic moment on cluster i,
γ and Ms, respectively, are the gyromagnetic ra-
tio [GHz/T] and saturation magnetization [T µm3],
and β is the dimensionless damping parameter. The
total effective field htotal

i experienced by the i-th
cluster is given by

htotal
i = hdipole

i + hexchange
i + H0. (2)

Each cluster feels the effect of the others through
the dipole–dipole field

hdipole
i =

∑
i6=l

(
3ril(ml · ril)

r5il
− ml

r3il

)
(3)

and the exchange field of the nearest-neighbor (NN)
Heisenberg type

hexchange
i = J

NN∑
i

mi, (4)

where the exchange constant J could be adjusted
to reproduce the experimental continuum limit

coefficient of the gradient energy [19, 44]. In ad-
dition, the clusters interact with the external mag-
netic field H0 and, if present, with an anisotropy
field hanisotropy

i (in this work it will be neglected).
We linearize (1) by writing mi = m

(0)
i + m

(1)
i ,

where the m
(0)
i have only one non-zero component

due to the static magnetic moment Ms (for the
chain clusters) and M ′

s (for the three additional
clusters) along the z axis. The m

(1)
i has only non-

zero components mix and miy along the x- and y-
axis. Inserting these expressions into (1) and re-
taining only the first-order terms, one yields

− 1

γ

dm
(1)
i

dt
= m

(0)
i × h

(1)
i + m

(1)
i × h

(0)
i

+m
(1)
i ×H0 +

β

Ms
m

(0)
i (5)

×
[
m

(0)
i × h

(1)
i + m

(1)
i × h

(0)
i + m

(1)
i ×H0

]
,

where h
(n)
i = h

dipole(n)
i + h

exchange(n)
i , n = 0, 1.

2.1. Dipolar-spin wave modes:
periodic boundary conditions

Now we turn to the calculation of the dipole spin
waves for the case of chain clusters with the mag-
netic field parallel to the chain. We do this for the
case of a chain with free ends and for the one satis-
fying periodic boundary conditions. In the coordi-
nate system shown in Fig. 1a, all the spins lie along
the z-axis. The component of the oscillation par-
allel to the applied field vanishes, so that the non-
zero components of the oscillations are confined to
the x–y plane. Further, we assume solutions of the
form m

(1)
i (t) = m

(1)
i exp (− iωt). In the case of zero

damping, (5) takes the following form
iω

γ
m

(1)
ix =

Ms

d3

(
m

(1)
(i+1)y +m

(1)
(i−1)y

)
+m

(1)
iy

(
H0 +

4Ms

d3

)
+JMs

(
2m

(1)
iy −m

(1)
(i−1)y −m

(1)
(i+1)y

)
, (6)

iω

γ
m

(1)
iy = −Ms

d3

(
m

(1)
(i+1)x +m

(1)
(i−1)x

)
−m(1)

ix

(
H0 +

4Ms

d3

)
−JMs

(
2m

(1)
ix −m

(1)
(i−1)x −m

(1)
(i+1)x

)
. (7)

The resulting coupled equations have the struc-
ture of a vector eigenvalue problem. It can
be solved using the standard transformation
m+
i = mix + imiy and m−i = mix − imiy [18]. The

eigenvalues give the frequencies of the (generally
mixed) dipolar and/or spin-wave modes. For the
infinite cluster chain, the proposed transformation
enables to find a positive/negative-frequency solu-
tion. Namely,
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ω = ±γ
[
H0 +

2Ms

d3

(
2 + cos(kd)

)
+2MsJ

(
1− cos(kd)

)]
, (8)

ω ≈ ±γ
[
H0 +

6Ms

d3
+Ms

(
Jd2 − 1

d

)
k2
]
, (9)

where k is the wave vector. Setting the exchange
constant J = 0, the problem is reduced then to
purely Walker modes [45].

2.2. Green’s function results

The corresponding Green’s function elements as-
sociated with m±i and the respectively negative (+)
and positive (−) frequency bands are [46]:

G±(n, n′) =
t
|n−n′|
±
F±

, (10)

where

t± =


ζ± −

√
ζ2± − 1, ζ± > 1,

ζ± ± i
√

1− ζ2±, −1 < ζ± < 1,

ζ± +
√
ζ2± − 1, ζ± < −1,

(11)

F± = ±MS

(
d−3 − J

) (
t± − t−1±

)
, (12)

and

ζ± =
∓
(
ω
γ ±H0

)
− 2Ms

(
2
d3 + J

)
2Ms

(
1
d3 − J

) . (13)

Consider now as the reference system the infi-
nite cluster chain and the three additional clusters
having a magnetic moment M ′

s and situated like
depicted in Fig. 2 but without any interactions be-
tween themselves, nor with the chain clusters 1,
2, 3 in front of which they are deposited. When
a progressive wave is launched from the left along
the infinite chain, the relation of the transmission

(reflection) function to the pulsation of the magnon
signal ω [GHz] can be derived using the Green’s
function method [47]. Let us write the transmission
function t(ω) in the complex form as t(ω) = a+ ib =√
T e iϕ, where T is the transmission coefficient and

ϕ = arctan (b/a) is the phase associated with the
transmission field. Then, the transmission T and
reflection R coefficients can be expressed as [47]:

T = |t|2 = |F−g (1−, 3−) |2, (14)

R = |r|2 = |F−g (1−, 1−)− 1|2. (15)
Here, one can easily deduce the conservation en-
ergy, namely T + R = 1. Above, g (1−, 3−) and
g(1−, 1−) are the Green’s function elements be-
tween clusters 1 and 3 and on the cluster 1 for the
m−i magnetic moment. The Green’s function ele-
ments can be obtained from the inverse of the ma-
trix [g(MM)]−1 [48], i.e.,

[g(MM)]−1 = [G(MM)]−1 + VI(MM), (16)
where G(MM) is the matrix of the Green’s func-
tion elements in the interface cluster space M(=
1, 2, 3, 11, 21, 31). Its rows and columns are labeled
by (m+

1 ,m
+
2 ,m

+
3 , m−1 ,m

−
2 ,m

−
3 , m+

11,m
+
21,m

+
31,

m−11,m
−
21,m

−
31). When switching on the dipole–

dipole and exchange interactions between the three
additional clusters themselves and their nearest-
neighbors in the chain, the six clusters become per-
turbed by these interactions. But since two un-
known ones, m+

i and m−i , are attached to each
cluster, it results in the twelve unknowns, i.e., to
the interface space of dimension twelve and to the
12 × 12 interaction matrix VI(MM) [41, 47]. It is
worth mentioning that the minimum number of per-
turbing clusters to ensure the effects studied in this
work is three (for details see [41]). For the struc-
ture shown in Fig. 2, [G(MM)]−1 and VI(MM) are
given by

[G(MM)]−1 =



Y+ Z+ 0 0 0 0 0 0 0 0 0 0

Z+ T+ Z+ 0 0 0 0 0 0 0 0 0

0 Z+ Y+ 0 0 0 0 0 0 0 0 0

0 0 0 Y− Z− 0 0 0 0 0 0 0

0 0 0 Z− T− Z− 0 0 0 0 0 0

0 0 0 0 Z− Y− 0 0 0 0 0 0

0 0 0 0 0 0 Ω+ 0 0 0 0 0

0 0 0 0 0 0 0 Ω+ 0 0 0 0

0 0 0 0 0 0 0 0 Ω+ 0 0 0

0 0 0 0 0 0 0 0 0 Ω− 0 0

0 0 0 0 0 0 0 0 0 0 Ω− 0

0 0 0 0 0 0 0 0 0 0 0 Ω−



(17)

where

Y+ =
F+

1− t2+
, Y− =

F−
1− t2−

, Z+ = −Y+t+, Z− = −Y−t− T+ = Y+
(
1 + t2+

)
,

T− = Y+
(
1 + t2+

)
, Ω+ =

ω

γ
+H0, Ω− =

ω

γ
−H0. (18)
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VI(MM) =



A 0 0 0 0 0 −P 0 0 −Q 0 0

0 A 0 0 0 0 0 −P 0 0 −Q 0

0 0 A 0 0 0 0 0 −P 0 0 −Q
0 0 0 −A 0 0 Q 0 0 P 0 0

0 0 0 0 −A 0 0 Q 0 0 P 0

0 0 0 0 0 −A 0 0 Q 0 0 P

−R 0 0 −S 0 0 B D 0 0 0 0

0 −R 0 0 −S 0 D C D 0 0 0

0 0 −R 0 0 −S 0 D B 0 0 0

S 0 0 R 0 0 0 0 0 −B −D 0

0 S 0 0 R 0 0 0 0 −D −C −D
0 0 S 0 0 R 0 0 0 0 −D −B



(19)

where

A = M ′s

(
J − 1

d31

)
, B = J (Ms +M ′s) +

2M ′s
d3
− Ms

d31
, C = J (Ms + 2M ′s) +

4M ′s
d3
− Ms

d31
,

D = M ′s

(
1

d3
− J

)
, P = Ms

(
J +

1

2d31

)
, Q =

3Ms

2d31
, R = M ′s

(
J +

1

2d31

)
, S =

3M ′s
2d31

. (20)

3. Applications and discussion of results

We now turn to discussing our numerical re-
sults on dispersion, transmission, reflection and
phase of transmission. In what follows, we illus-
trate the above results by assuming for simplicity
d = 1 µm [19, 20, 49],H0 = 1 T andMs = 1 T µm3.
We also limit ourselves to the case of identical ex-
change coupling between any two neighboring clus-
ters in the structure. The unit of exchange con-
stant J is µm−3. Figure 1b gives ω/γ versus the
reduced wave vector kd (for positive kd only), for
the infinite cluster chain without three additional
clusters. The following values are shown: J = 0
(solid curve), J = 0.15 (dashed-dotted curve) and
J = 0.30 (dashed curve). One can notice that the
width of the transmission band decreases with in-
creasing the J value. Furthermore, with the help
of (8), one can see that the quantity ω/γ −H0 (for
the assumed parameters) varies from 2(1 + 2J) to
6. This result confirms that the lower border of the
transmission band is a function of J .

Figure 3a shows the frequency dependence of the
transmission factor T = |t|2, for d1 = 1.5 µm and
M ′s = 1 T µm3. A sharp zero of transmission ap-
pears at frequency (ω0), a little above the middle
of the bulk band. Such a narrow stop band could
be useful for constructing a rejecting signal device.
Figure 3c shows the variation of the phase as a func-
tion of ωγ for the same parameters given in Fig. 3a.
The variation of the phase shows an abrupt change
in π at the transmission zero induced by the ad-
ditional clusters. The geometrical origin of this
phase jump can clearly be seen in Fig. 3b which
shows the frequency evolution of the real and imag-
inary parts of the transmission function t(ω) for
J = 0. This result demonstrates that the evolu-
tion has a loop-like behavior in the vicinity of the
transmission zero. Furthermore, at the origin of

Fig. 2. Geometry of the considered nanometric de-
vice. It consists of one cluster chain and three at-
tached clusters. The distances between these clus-
ters are respectively d and d1, as indicated in the
figure. The static magnetic moments are Ms (for
the chain clusters) and M ′

s (for the three additional
clusters) and the external magnetic field H0 is ori-
ented along the waveguide (z axis).

the coordinates (Re(t) = 0, Im(t) = 0), one can
easily see that the value of the transmission func-
tion t(ω)|ω0

= 0. This result agrees with the gen-
eral statement given in [50, 51] that a sharp jump of
the phase by π does appear when the transmission
function intersects the origin.

In addition to the information that can be de-
duced from the amplitude and the phase of the
transmission function, one can also use the VDOS
or the difference in the DOS due to the presence of
a scatterer. This quantity is given by [52]:

∆n(ω) =
1

π

dη(ω)

dω
, (21)

where

η(ω) = −arg

(
Det

((
g(MM)

)−1
G(MM)

))
(22)

is the state phase shift. The derivative of this state
phase has, within the bulk bands, the same value as
the derivatives of the Friedel phase [53, 54] and the
transmission phase. This state phase also includes
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Fig. 3. (a) Transmission as a function of ω/γ for
H0 = 1, Ms = M ′

s = 1, d = 1, d1 = 1.5 and
J = 0.0. (b) Evolution of real and imaginary parts
of the transmission function t(ω). The parameters
have the same values as in (a). (c) The same as in
(a) but for the variation of the transmission phase.
(d) VDOS versus ω/γ.

the +π or −π discontinuities due to the discrete
states and to the localized states of the reference
and final systems, and enables then to check the
state conservation between these two systems. The
Friedel phase is indirectly related to these discon-
tinuities, when going to the Friedel sum rule, en-
abling to check — in particular for electrons —
the charge conservation. It is worth to note that
the difference between the Friedel phase and the
phase of the transmission amplitude has been re-
ported in several works devoted to electronic trans-
port in mesoscopic structures using the Aharonov–
Bohm systems [53, 55]. These studies are related
to the investigation of the electronic states of quan-
tum dots as well as to the understanding [53, 55, 56]
of the transmission phase jumps by π between two
adjacent resonances in relation to the experiments
of Yacoby et al. [57, 58]. An experimental confirma-
tion of this analogy has been performed by some
of us [59, 60] for electromagnetic waves in coaxial
cables. The analogy between the scattering prop-
erties of electrons, phonons, photons and magnons
suggests that this type of feature can also appear
in magnonic systems [61]. However, to our knowl-
edge, such a study has not been performed yet in
magnonic crystals.

Figure 3d gives the variation between the final
and reference systems of the VDOS versus the fre-
quency. This quantity shows the existence of a res-
onance, blocking the transmission, at the frequency
of the zero of transmission, for which g(1−, 3−) van-
ishes, see (14). The system acts as a rejecting
filter. At this frequency, g(1−, 2−) vanishes too.
Clusters 1, 11, 21 and 31 respond to an incident
wave on cluster 1 but clusters 2 and 3 do not, so
the wave is reflected. This response of clusters 11,
21 and 31 is consistent with the positive VDOS
shown in Fig. 3d.

Fig. 4. (a) The same as in Fig. 3a but for three
cases of J , namely, J = 0.0 (solid curve), J = 0.05
(dashed curve) and J = 0.10 (dashed-dotted curve),
respectively. (b) The same as in (a) but for the
variation of the phase. (c) The same as in (a) but
for the VDOS.

Figure 4a presents the intensity transmission co-
efficient as a function of ω/γ, for the same pa-
rameters given in Fig. 3a. The plots are given
for J = 0.0 (redrawn for the sake of comparison),
0.05 and 0.1, respectively. Two interesting points
appear for nonzero values of J : (i) the frequency
position of transmission zeros (corresponding to the
eigenmodes of the resonator clusters) is shifted to
higher/lower frequencies with increasing/decreasing
the value of J and (ii) the width of the magnon
dips is increased (decreased) with increasing (de-
creasing) the value of J . Here, it is worth men-
tioning that the second and third dips, correspond-
ing to J = 0.05, J = 0.1, respectively, are due to
the hybrid coupling of exchange and dipolar interac-
tions. The shift in the frequency position of trans-
mission zeros is also shown in the plots describing
the variation of the phase (Fig. 4b). The VDOS is
given in Fig. 4c. For each value of J , it shows one
peak situated at the frequency for which the mod-
ules of F−g(1−, 3−) is zero (see (14)) and the trans-
mission is zero. The system acts as a rejecting filter.

In Fig. 5, we present the state phase η(ω) as
a function of frequency for J = 0. The plot is given
for the same parameters considered in Fig. 3a. In
the positive frequency range displayed, one can re-
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Fig. 5. Variation of the state phase η(ω) as a func-
tion of the frequency ω/γ, for J = 0. The other
parameters have the same values as in Fig. 3a.

mark the 3π phase drop at (ω/γ) = 1 due to the
localized states of the three isolated clusters, the
π phase jump at all the positions of the localized
states and finally the conservation of the number of
states. For the negative frequency range, the situa-
tion is similar due to the symmetry of the problem.

For M ′s = 1.3 and d1 = 0.8, we obtain inter-
esting transmission peaks presented in Fig. 6a. The
plots are given for J = 0.0 (solid curve), 0.1 (dashed
curve) and 0.2 (dashed-dotted curve). The effect
of the exchange coupling constant is to shift the
peak position to higher frequencies. This is also
shown in the plots describing the variation of the
phase (Fig. 6b). The VDOS is given in Fig. 6c.
For each value of J , it shows one resonance peak
situated at the frequency for which the module of
F−g(1−, 3−) is unity (see (14)) and the transmis-
sion is unity. The system acts as a selecting filter.
These results indicate how the magnon selection fre-
quency may be controlled by selecting the appropri-
ate parameters of the structure.

In Fig. 7, we present the transmission coefficient
as a function of ω

γ , for the same parameters given
in Fig. 3a and several values of d1. The six panels
clearly show the crossover between the zero of trans-
mission and the total transmission behavior with
increasing the distance d1.

On the other hand, in Fig. 8 we present the trans-
mission coefficient as a function of ω/γ for fixed d1
and several values of the dipole momenta of the ad-
ditional clusters. Figure 8a shows the behavior of
the dips for d1 = 1.5 andM ′s = 0.9 (solid curve), 1.0
(dashed curve) and 1.1 (dashed-dotted curve), while
Fig. 8b shows the behavior of the peaks for d1 = 0.8
and M ′s = 1.0 (solid curve), 1.3 (dashed curve) and
1.6 (dashed-dotted curve). One can see that the
frequency positions of the peaks (dips) are shifted
to a higher value with increasing the value of M ′s.
It should be pointed out that in such a structure
the zeros of transmission occur when the resonat-
ing clusters are weakly coupled to the chain and
the frequencies of these zeros can be related to the
eigenfrequencies of the isolated adsorbed cluster res-
onator. On the other hand, the transmission peaks
occur when the resonating clusters are strongly cou-
pled to the chain. In that case, the transmission

Fig. 6. (a) Transmission as a function of ω/γ for
M ′

s = 1.3, and d1 = 0.8. The other parameters have
the same values as in Fig. 3a. The plots are given
for J = 0.0 (solid curve), 0.1 (dashed curve) and 0.2
(dashed-dotted curve), respectively. (b) The same
as in (a) but for the variation of the phase. (c) The
same as in (a) but for the VDOS.

Fig. 7. Transmission as a function of ω/γ for sev-
eral values of d1. The other parameters have the
same values as in Fig. 3a.
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Fig. 8. (a) Transmission as a function of ω/γ for
d1 = 1.5 and M ′

s = 0.9 (solid curve), 1.0 (dashed
curve) and 1.1 (dashed-dotted curve), respectively.
The other parameters have the same values as in
Fig. 3a. (b) The same as in (a) but for d1 = 0.8
andM ′

s = 1.0, (solid curve), 1.3 (dashed curve) and
1.6 (dashed-dotted curve), respectively.

features can be interpreted as mainly due to the
widening of the frequencies falling inside the bulk
chain band of the eigenmodes of the ensemble of
the perturbed clusters.

Finally, we study the damping effect on the trans-
mission spectra of magnons in the considered reso-
nant structure. The magnetic damping has been
probed by measuring the resonance line width in
the frequency domain, using the ferromagnetic res-
onance (FMR) technique [62] that makes accu-
rate predictions about the magnetization dynam-
ics. Two mechanisms are behind the line width
FMR: one intrinsic which is related to spin–orbit
coupling and magnon–phonon scattering and the
other one extrinsic which is due to the presence of
inhomogeneities or imperfections within the crystal.
In a ferromagnetic system, the spin dynamics is de-
scribed by using the Landau–Lifshitz equation in
which a phenomenological (dimensionless) param-
eter β defines a magnetization relaxation [63]. By
taking into consideration the damping effect, the
wave vector in (8), (14) and (15) becomes complex:

k =
√
kR + ikI (23)

where

kR =
ω − γ

(
H0 + 6Ms

d3

)
γMsd2 (J − d−3)

(24)

and
kI = β

ω

γMsd2 (J − d−3)
(25)

are the real and imaginary parts of the square of
the wave vector.

Figure 9a gives the same results as Fig. 6a but
in the presence of damping. We suppose that
the considered structure is made of permalloy (Py)

Fig. 9. These figures are similar to Figs. 6a and
4a, respectively, but in the presence of loss in the
waveguide.

characterized by the parameter β = 0.008. Py is
the most common material used in magnonics re-
search and offers low damping and isotropic mag-
netic properties [5, 64, 65]. We can notice that the
transmission spectra in Fig. 9a exhibit the same
behavior as in Fig. 6a, however, as predicted, the
resonances do not reach unity because of the atten-
uation in the waveguide. On the other hand, the
transmission in Fig. 9b (which is the same as in
Fig. 4a but in the presence of damping) does not
reach zero.

4. Conclusion

The objective of this work was to investigate the-
oretically the effect of the exchange coupling and
the attached resonators on magnon propagation in
the resonant structure composed of dipole-coupled
nanometric magnetic cluster chain and a few addi-
tional clusters near the chain. This resonant struc-
ture may exhibit peaks and dips in the transmission
spectra of magnons depending on the geometrical
parameters of the system. The calculated transmis-
sion spectrum of magnons in this structure parallels
the dispersion relation of the infinite chain. The
sharp zeros of transmission are obtained when the
resonator clusters are weakly coupled to the chain,
while the sharp transmission peaks appear when the
resonator clusters are strongly coupled to the chain.
The frequency positions of the peaks and dips are
shifted to higher (lower) frequencies with increas-
ing/decreasing the value of J .

A study of the phase of the transmission func-
tion enables us to deduce several properties on the
magnon propagation through such structures. For
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the system studied here, the phase of the trans-
mission amplitude exhibits phase jumps around
the transmission zeros, whereas the state phase in-
creases monotonically with a fast slope around the
resonance frequency. The effect of loss on the trans-
mission of the waveguide in filtering and stopping
different frequencies is also discussed. These fea-
tures have been established through an analysis of
the transmission function (amplitude and phase)
obtained within the framework of the Green’s func-
tion technique (a more detailed discussion of the
technique is given elsewhere [66]). We try mostly to
stress that with the help of nanoclusters, it is pos-
sible to construct such a simple nanometric trans-
mission filter for a magnon signal. Furthermore, the
closed-form expressions derived in this work enable
us to find the optimal parameters for the desired de-
vice, enabling one to engineer it at will for specific
applications.

At this stage, it is worth to mention once again
the conditions of the model’s validity. To account
for the exchange interaction, we have assumed the
size of the clusters to be relatively small (of a few
nm size) and the separation between them should
also be in the same range. We have taken into con-
sideration only the nearest-neighbor interactions in
our model which obviously fails to be valid in the
limit of d1 � d. When d1 is of the order of d, the
positions of the zeros of transmission are also more
or less significantly affected by the interaction be-
tween the resonator clusters and the infinite linear
chain. In other words, the dipole–dipole interac-
tions which were entered to this model are either
parallel or perpendicular to the external magnetic
field H0 and therefore this model avoids the compli-
cations due to the anisotropic feature of the dipole–
dipole interactions.
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