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We investigate the electric field induced Rashba coupling effect on spin- and magnetic properties of the system of two interacting electrons confined to a parabolic semiconductor quantum dot. The magnetic field \( B \) is applied perpendicularly to the plane of the dot. The total Hamiltonian of the system including Coulomb interaction between the electrons, the external \( B \) field and the spin–orbit Rashba coupling is diagonalized using properly constructed basis. The electron correlation is taken into account exactly. The relative motion Schrödinger equation within the effective mass approximation has been solved by power series expansion method. The solutions are utilized for study the mechanism of mixing of two-electron spin states and to demonstrate how fundamental magnetic characteristics of the system reflecting \( B \)-field dependence of eigenenergies can be manipulated by means of electric field. Calculations are performed with material parameters of InSb quantum dot.
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1. Introduction

Spin–orbit (SO) coupling in low-dimensional systems becomes recently the subject of extensive theoretical and experimental investigations. This is related to the key issue appearing in spintronics that is control of electron spin dynamics by means of external fields [1]. Due to SO interaction, the electron spin cannot be completely decoupled from its orbital motion. This fact has both positive and negative consequences. If the electron spin is completely decoupled from its orbital motion then the only way to influence it could be provided by an external magnetic field. As is well known, if an electron moves in an external electric field it experiences, in its rest frame, also a magnetic field. This leads to the effect known as the SO coupling. The effect has the origin in relativity. How large the effect is, depends on the intensity of the inner magnetic field experienced by the electron in its rest frame that is proportional to the external electric field. In solids, the electric fields responsible for the SO coupling are associated mainly with two asymmetries, the bulk inversion asymmetry and the structural inversion asymmetry. The latter arises from external confining potentials, created by materials interfaces or gate electrodes, giving rise to the so-called Rashba (Bychkov–Rashba) SO coupling [2–5]. In most of low-dimensional systems the Rashba coupling dominates other contributions to the SO interaction. The Rashba SO coupling extends greatly the abilities to control the spin dynamics since it allows for controlling the dynamics also by means of an electric field. However, the spin states influenced by the electric field may be devoid of phase coherence since SO interaction couples orthogonal orbital states with opposite spins. Even if the effect is small the spin quantum number is no longer a good quantum number and, until we are not interested either in particular positions of the particles nor in other degrees of freedom, the spin states could be described by means of the density matrix formalism [6, 7]. The problem of phase coherence in systems with the SO coupling present has been recently studied and the relation of the information entropy to experimental characteristics of the spin was obtained [8, 9]. A similar correspondence in the context of a scattering problem has been studied experimentally and the connection of the information entropy with the spin polarization has been demonstrated [10].

Many current investigations in semiconductor physics are devoted for the effect of SO coupling on various properties in different systems [11–17]. Physical processes related to disorder in spin–orbit coupling in two-dimensional electron gas with static and random sources of disorder have been investigated theoretically and comprehensively discussed in [18]. Stability of skyrmions in two-dimensional systems with the Rashba spin–orbit coupling has been obtained using a general analysis based on symmetry [19]. A spontaneous current production
in the atomic thickness region near the interface between a superconductor and a ferromagnet has been recently predicted in superconducting systems with strong SO coupling [20]. The generalized approach to spin transport at interfaces with SO coupling has been proposed as a generalization of magnetoelectronic circuit theory [21–23]. The occupation number and the spin accumulation in parallel double dots with SO interaction have been studied theoretically by utilizing the Keldysh NEGF method [24]. Many other studies related to the spin have been performed on various properties and phenomena in quantum dots (QDs) including the magnetic field and Coulomb interactions [25–30]. The classical example is a sequence of singlet-triplet phase transitions [31–34] that appear as discontinuities in the magnetic properties of the dot [35]. The magnetization of non-circular QDs has been studied in the frame of the Hartree approximation [36]. Spin transport and magnetization dynamics in a quantum dot spin valve, i.e., two magnetic reservoirs coupled to a quantum dot have been studied taking into account effects of strong SO couplings [43]. If the qubit is operated as a classical bit, its decay time is given by the spin relaxation time \( T_1 \). For quantum computation, however, the spin decoherence time \( T_2 \) must be sufficiently long. It has been shown in the paper [43] that the decoherence time \( T_2 \) of an electron spin in a GaAs QD is as large as the relaxation time \( T_1 \) for the spin decay based on SO mechanisms.

In the present work we investigate the influence of the Rashba SO coupling and an external magnetic field on spin- and magnetic properties of the two-electron, parabolic QD. In particular, we investigate the Rashba SO coupling effect on mixing mechanism of two-electron spin states and on the magnetization and the magnetic susceptibility of the dot, using parameters appropriate for an InSb nanostructure. The Coulomb interaction between the electrons, the external \( B \) field and the electron correlation are taken into account exactly in the sense that there are no approximations made on the level of the Schrödinger equation related to relevant terms. All these contributions are taken into account simultaneously, for the first time. We note that due to a parabolic confinement, the two-electron wave functions can be found in the form of explicitly correlated functions (dependent explicitly on relative motion coordinates). Relative motion two-electron wave functions and energies are obtained in a frame of power series expansion method, that provides very accurate solutions [34, 44–46]. The solutions are used to include the SO coupling effect, perturbatively. One should be also noted that the problem is treated as the two-dimensional one since the energy scale associated with confinement in the vertical direction is supposed to be very large compared to the energy scale, related to the lateral confinement. Under this assumption the dynamics may be considered as effectively two-dimensional one.

2. Basic equations

The system we study in this paper is the two-dimensional, two-electron Rashba QD in the presence of a magnetic field. In the system the electrons are confined to a plane due to appropriate nanostructure. The electrostatic confining potential associated with a semiconductor structure forming the QD is supposed in the form of an asymmetric potential well producing nonzero gradient in the \( z \)-direction perpendicular to the plane of the dot. The zero-point energy has been chosen as confinement ground state energy of the quantum well. The confining asymmetric potential well is supposed as extremely narrow. Consequently, we confine ourselves to the one-band approximation. The potential is the source of the electric field that in turn is the source of the Rashba spin–orbit interaction. In general, the electric field may be the sum of an external field and the self-consistent electric field created by the nanostructure or gate electrodes. The situation is depicted in Fig. 1.

Fig. 1. Asymmetric semiconductor system hosting two-dimensional electron gas (2DEG). Confining potential associated with the structure is the source of the Rashba SO coupling. The QD can be produced by applying a lateral bias to a 2DEG leading to electron localization.
In the presence of $B$ field the Rashba SO coupling is described by the Hamiltonian
\[ H_{\text{SO}} = \frac{2\eta_0}{\hbar} \cdot \left( s_1 \times \pi_1 + s_2 \times \pi_2 \right), \quad (1) \]
where $\eta_0 = \eta_0 \hat{z}$ and $\eta_0$ is the phenomenological Rashba parameter. Here, $m$ is the effective mass of the electron, $e$ is the absolute value of the electron charge. Supposing parabolic confinement with the strength $\omega_0$, the total Hamiltonian of two electrons confined to a QD reads
\[ H_{\text{tot}} = H_0 + H_{\text{SO}}, \quad (2) \]
where
\[ H_0 = \sum_{i=1}^{2} \left( \frac{1}{2m} \pi_i^2 + \frac{1}{2m} \omega_0^2 r_i^2 \right) + \frac{e^2}{\epsilon_r |r_1 - r_2|} \]
\[ + g^* \mu_B (s_1 + s_2) \cdot B, \quad (3) \]
where $g^*$ denotes the effective Landé factor, $\mu_B = e\hbar/2m_e c$ is the Bohr magneton, $\epsilon_r$ is the dielectric constant, $s_i$ are dimensionless spin operators and
\[ \pi_i = -i\hbar \nabla_i + \frac{e}{\epsilon_r} A(r_i), \quad (4) \]
\[ A(r) = \frac{1}{2} B \cdot r. \]

One should be noted here that, for a free electron $g^* = 2$, but for semiconductors we may have $g^* > 0$, as well as $g^* < 0$. Hereafter $B = B \hat{z}$. It is convenient for further analysis to introduce effective atomic units: $a_B = \frac{\hbar^2}{m_e^2}$ as unit of length, $E_B = \frac{m_e^2 e^4}{\hbar^2}$ as unit of energy, $B_0 = \frac{\mu_B e}{\hbar} c$ as unit of magnetic field and the atomic unit of the Rashba coupling constant
\[ \eta_0 = e^2 = a_0 \hbar c \approx 1.43996 \text{ eV nm}, \quad (5) \]
where $a_0 = \frac{\hbar^2}{m_e c^2} \approx 1/137$ is the fine structure constant. Note that since $\eta_0$ is independent of the electron mass and it determines the reference magnitude of the Rashba SO strength for arbitrary nanostructure. The Rashba parameter may vary by two orders of magnitude for various materials. In the case of InGaAs/InAlAs nanostucture $\eta_0 \approx 0.67 \times 10^{-11}$ eV m $\approx 0.005 \eta_0$ and for topological insulator Bi$_2$Se$_3$, $\eta_0 \approx 4 \times 10^{-10}$ eV m $\sim 0.3 \eta_0$ [47].

The spin operators acting in the four-dimensional Hilbert space of the two-electron spin states are defined in the standard manner:
\[ s_1 = \left( \frac{1}{2} \sigma \right) \otimes I, \quad s_2 = \mathbb{1} \otimes \left( \frac{1}{2} \sigma \right), \quad (6) \]
where $\mathbb{1}$ is the $2 \times 2$ unit matrix. The two-electron spin operators are given in Appendix A. By introducing centre-of-mass and relative motion coordinates
\[ R = \{ X, Y \} = \frac{1}{2} (r_1 + r_2), \]
\[ r = \{ x, y \} = r_1 - r_2 \quad (7) \]
and using effective atomic units we transform the Hamiltonian (3) to the form
\[ H_0 = H_{\text{c.m.}} + H_{\text{rel}} + H_{\text{spin}}, \quad (8) \]
where
\[ H_{\text{c.m.}} = -\frac{1}{4} \nabla_R^2 + \Omega^2 R^2 - \frac{i}{2} \gamma \frac{\partial}{\partial \phi}, \]
\[ H_{\text{rel}} = -\nabla_r^2 + \frac{1}{4} \Omega^2 r^2 + \frac{1}{\epsilon_r |r|} \frac{i}{2} \gamma \frac{\partial}{\partial \varphi}, \]
\[ H_{\text{spin}} = \frac{1}{2} g_\gamma \hat{S}_z, \quad (9) \]
where $\Omega = \sqrt{\Omega^2 + \frac{1}{4} \gamma^2}$, $\Omega_0 = \hbar \omega_0/\epsilon_r$, $\gamma = B/B_0$ and $g = g^* (m_e/m_c)$. The angles $\phi$ and $\varphi$ are polar angles corresponding to c.m. and relative motion coordinates, respectively. It is worth to point out that the scaling factor $m_e/m_c$ significantly lowers the spin contribution to the Zeeman shift, because of small effective mass comparing to the free electron mass. This contribution become important for systems with large absolute value of $g^*$, such as InSb nanostructure, for which $g^* = -51.56$.

Using coordinates (7) and the spin operators given in Appendix A, we can find matrix representation of the Hamiltonian (2). The SO part decouples into two terms,
\[ H_{\text{SO}} = H_{\text{SO}}^{\text{c.m.}} + H_{\text{SO}}^{\text{rel}}, \quad (10) \]
where
\[ H_{\text{SO}}^{\text{c.m.}} = \alpha \begin{bmatrix} 0 & -e^{-i \phi} & -e^{-i \phi} & 0 \\ e^{i \phi} & 0 & 0 & -e^{-i \phi} \\ e^{-i \phi} & 0 & 0 & -e^{-i \phi} \\ 0 & e^{i \phi} & e^{i \phi} & 0 \end{bmatrix} \frac{\partial}{\partial R}, \quad (11) \]
\[ H_{\text{SO}}^{\text{rel}} = \alpha \begin{bmatrix} 0 & e^{-i \varphi} & 0 & 0 \\ e^{i \varphi} & 0 & 0 & -e^{-i \varphi} \\ e^{i \varphi} & 0 & 0 & -e^{-i \varphi} \\ 0 & e^{i \varphi} & e^{i \varphi} & 0 \end{bmatrix} \frac{i}{2} \gamma R - \frac{i}{2} \frac{\partial}{\partial \varphi}, \quad (12) \]
The relative motion part of the SO Hamiltonian has a similar structure,
\[ H_{\text{SO}}^{\text{rel}} = \frac{\alpha}{2} \begin{bmatrix} 0 & 0 & e^{-i \varphi} & -e^{-i \varphi} \\ e^{i \varphi} & 0 & 0 & 0 \\ 0 & e^{i \varphi} & 0 & 0 \\ e^{i \varphi} & 0 & 0 & e^{-i \varphi} \end{bmatrix} \frac{\partial}{\partial r}, \quad (13) \]
where
\[ \frac{\partial}{\partial r} = \frac{1}{2} \gamma r - \frac{i}{2} \frac{\partial}{\partial \varphi}, \quad (14) \]
To define good quantum numbers, we note that
\[ \left[ \hat{S}^2, H_0 \right] = 0, \quad \left[ \hat{S}^2, H_{\text{SO}}^{\text{c.m.}} \right] = 0, \quad [\hat{S}^2, H_{\text{SO}}^{\text{rel}}] \neq 0, \quad (15) \]
where $\hat{S}^2$ is the square of the total spin,

$$
\hat{S}^2 = \begin{bmatrix}
2 & 0 & 0 & 0 \\
0 & 1 & 1 & 0 \\
0 & 1 & 1 & 0 \\
0 & 0 & 0 & 2
\end{bmatrix}.
$$

Therefore, in a case of the system described by the Hamiltonian $\mathcal{H}_0$, the total spin is conserved, whereas it is not conserved for the system with the SO interaction present. We can also see from commutation relations (15) that the total spin quantum number may be changed owing to the relative motion. The c.m. motion conserves the total spin. We can use eigenstates of $\mathcal{H}_0$ as the zero-order approximation in the perturbation approach to the effect connected with SO coupling. We will confine ourselves to the first-order perturbation theory since the SO coupling constant for InSb structure is at most of the order $\approx 0.03$ [12, 48]. A comprehensive analysis of the second-order energy correction for one-electron Rashba QD may be found in [9].

In the case of any two-electron system a natural basis for spin states is the singlet-triplet basis. The basis has well-defined symmetry properties with respect to interchanging of the electrons. Taking this basis for the spin states, we can determine quantum numbers of spatial part of the total wave function to $\mathcal{H}_0$, according to the Pauli exclusion principle. By writing the total wave function of two electrons as $\Psi(1,2) = \Psi_{\text{c.m.}}(\mathbf{R})\psi(\mathbf{r})\chi(1,2)$ we can easily find that the operation of exchanging two electrons leads to $\Psi(2,1) = \Psi_{\text{c.m.}}(\mathbf{R})\psi(-\mathbf{r})\chi(2,1)$. Taking into account that the singlet (triplet) spin state is antisymmetric (symmetric) with respect to interchanging of the electrons, we have $\chi(2,1) = (-1)^{S+1}\chi(1,2)$. Therefore, the total spin of two electrons confined to the 2D system with the circular symmetry is uniquely determined by the magnetic quantum number of the relative motion, according to the relation $(-1)^{S} = (-1)^{m_z}$. Hence, the singlet (triplet) spin states correspond to even (odd) $m_z$.

We look for eigenstates to the total Hamiltonian (2) as eigenstates of the projection of the total angular momentum

$$
\hat{J}_z = -i \frac{\partial}{\partial \phi} - i \frac{\partial}{\partial \varphi} + \hat{S}_z.
$$

One can easily find that

$$
[\hat{J}_z, \mathcal{H}_{\text{rel}}] = 0.
$$

Therefore, the zero-order solution may be constructed in the form

$$
|\Psi\rangle = C_S |\Phi_S\rangle + C_+ |\Phi_{T+}\rangle + C_0 |\Phi_{T0}\rangle + C_- |\Phi_{T-}\rangle,
$$

where we have introduced the following notations:

$$
|\Phi_S\rangle = \frac{e^{im_z\phi}}{\sqrt{2\pi}} \frac{e^{im_z\varphi}}{\sqrt{2\pi}} F_{N_z}(\mathbf{R}) G_{nm_z}(\mathbf{r})|00\rangle,
$$

where $m_z = 0, \pm 2, \pm 4, \ldots$ and

$$
|\Phi_{T+}\rangle = \frac{e^{im'_z\phi}}{\sqrt{2\pi}} \frac{e^{im'\varphi}}{\sqrt{2\pi}} F_{N'_z}(\mathbf{R}) G_{nm'_z}(\mathbf{r})|11\rangle,
$$

$$
|\Phi_{T0}\rangle = \frac{e^{im'_z\phi}}{\sqrt{2\pi}} \frac{e^{im'\varphi}}{\sqrt{2\pi}} F_{N'_z}(\mathbf{R}) G_{nm'_z}(\mathbf{r})|10\rangle,
$$

$$
|\Phi_{T-}\rangle = \frac{e^{im'_z\phi}}{\sqrt{2\pi}} \frac{e^{im'\varphi}}{\sqrt{2\pi}} F_{N'_z}(\mathbf{R}) G_{nm'_z}(\mathbf{r})|01\rangle,
$$

where $m'_z = \pm 1, \pm 3, \ldots$ and $\Delta m_z = m_z - m'_z$. Radial amplitudes and energies for c.m. and relative motion part, without the Coulomb interaction, are well known. They correspond to the 2D harmonic oscillator potential. For the case of interacting electrons solutions can be obtained using the power series expansion method. Radial amplitudes corresponding to both non-interacting and interacting case are given in Appendix B. We note that the states (20) and (21) correspond to the same eigenvalue of $J_z$, equal to $J_z + m_z$. In the triplet sector, the radial amplitudes may have, in general, different quantum numbers $(n', N')$. However, we have limited ourselves to the same pairs of the quantum numbers since overlap integrals between radial functions strongly decrease with increasing difference between radial quantum numbers.

Using for spin states the basis $\{ S, T_+ , T_0 , T_- \}$ (see Appendix A) we can directly obtain matrix representation for $\mathcal{H}_0$. We can write it as the sum of three terms,

$$
[\mathcal{H}_0] = [\mathcal{H}_{\text{c.m.}}] + [\mathcal{H}_{\text{rel}}] + [\mathcal{H}_{\text{spin}}],
$$

where all matrices have diagonal forms,

$$
[\mathcal{H}_{\text{c.m.}}] = \text{diag}[E_{NM_z}, E_{N',M_z + \Delta m_z - 1}].
$$

$$
[\mathcal{H}_{\text{rel}}] = \text{diag}[E_{nm_z}, E_{n',m'_z}, E_{n'm'_z}, E_{n'm_z}],
$$

where $E_{NM_z}$ and $E_{n'm_z}$ denote the c.m. and relative motion energies, respectively, and

$$
[\mathcal{H}_{\text{spin}}] = \frac{1}{2}g \gamma \text{diag}[0, 1, 0, -1].
$$

After some algebraic calculations, the SO Hamiltonian matrix is found in the form

$$
[\mathcal{H}_{\text{SO}}] = \begin{bmatrix}
0 & -1 & -1 & 0 \\
-1 & 0 & 0 & -1 \\
-1 & 0 & 0 & -1 \\
0 & 1 & 1 & 0
\end{bmatrix}
$$

On the right we indicated blocks responsible for coupling between relevant spin states. The entries of the matrix are given in Appendix C. Mixing of different spin states due to SO interaction is illustrated graphically in Fig. 2. One can see again that
For a uniform magnetic field one obtains the operator defined in [49] by the spin term.

The magnetization operator \( \mu \) is its z-component, \( \mu_z \). Using the c.m. and relative motion coordinates \( \{ N_p = 2 \} \) we obtain

\[
\mu_z = -\frac{1}{2} \left( \langle \Psi | \hat{J}_z | \Psi \rangle + \frac{1 - g}{2} \langle \Psi | \hat{S}_z | \Psi \rangle \right) - \frac{1}{2} \gamma \left( \langle \Psi | R^2 | \Psi \rangle + \frac{1}{4} \langle \Psi | r^2 | \Psi \rangle \right).
\]

For the state vector \( | \Psi \rangle \) given by (19) one obtains

\[
\mu_z = -\frac{1}{2} (M_z + m_z) + \frac{1 - g}{2} (C^2_+ - C^2_-) - \frac{1}{2} \gamma \left( \langle \Psi | R^2 | \Psi \rangle + \frac{1}{4} \langle \Psi | r^2 | \Psi \rangle \right).
\]

Using the virial theorem one can easily find that in any state of the c.m. motion

\[
\langle NM_z | R^2 | NM_z \rangle = \frac{1}{2} \langle 2N + M_z + 1 \rangle.
\]

In a similar way may be calculated the second moment element in the last term of \( \mu_z \),

\[
\langle nm_z | r^2 | nm_z \rangle = \frac{2}{g} \langle 2n + m_z + 1 \rangle.
\]

In the case including the Coulomb interaction, the average value of \( r^2 \) is calculated numerically, using approximate wave functions (see Appendix B).

\[
\mathcal{H}_0 = \sum_{i=1}^{N_p} \frac{p_i^2}{2m} - \int M \cdot dB + V_{\text{conf}} + V_C,
\]

where the potentials \( V_{\text{conf}} = \frac{me^2}{\hbar^2} (r_1^2 + r_2^2) \) and \( V_C = \frac{1}{r_1 - r_2} \) are \( B \) independent. The magnetization operator reads as

\[
\mu = -\frac{1}{2} \sum_{i=1}^{N_p} (l_i + g s_i) - \frac{B}{2B_0} \sum_{i=1}^{N_p} \left( x_i^2 + y_i^2 \right)
\]
in units of \( [\text{eV}/\text{mc}] \) (two effective Bohr magnetons). We can also express the magnetization in units of \([\text{meV}/\text{T}]\) according to the relation

\[
\frac{\mu}{\hbar} = \frac{E_B}{B_0} = \frac{0.27211}{2.35} \left( \frac{\mu}{m} \right) [\text{meV}/\text{T}].
\]
Relative motion energies $E_{\text{rel}}$ (in meV) of two-electron InSb QD ($m = 0.0139m_e, \epsilon_r = 14$) compared with energies of noninteracting electrons $E_{\text{rel}}^{(0)}$, for different confining energies. The contribution from the Coulomb interaction is given by $\delta = (E_{\text{rel}} - E_{\text{rel}}^{(0)})/E_{\text{rel}}^{(0)}$ (in %). The magnetic field $\gamma = 0$.

<table>
<thead>
<tr>
<th>$m_z$</th>
<th>$n$</th>
<th>$\hbar\omega_0 = 4$ meV</th>
<th>$\hbar\omega_0 = 8$ meV</th>
<th>$\hbar\omega_0 = 20$ meV</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$E_{\text{rel}}$</td>
<td>$E_{\text{rel}}^{(0)}$</td>
<td>$\delta$</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>6.94761018</td>
<td>4.00000000</td>
<td>73.7</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>14.4316019</td>
<td>12.00000000</td>
<td>20.3</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>22.1377351</td>
<td>20.00000000</td>
<td>10.7</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>9.68139008</td>
<td>8.00000000</td>
<td>21.0</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>17.4923934</td>
<td>16.00000000</td>
<td>9.3</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>25.3678468</td>
<td>24.00000000</td>
<td>5.7</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>13.2848780</td>
<td>12.00000000</td>
<td>10.7</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>21.1836273</td>
<td>20.00000000</td>
<td>5.9</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>29.1093292</td>
<td>28.00000000</td>
<td>4.0</td>
</tr>
</tbody>
</table>

In Fig. 3a and b there are compared relative motion energy spectra for systems with the Coulomb interaction present and with the Coulomb interaction neglected, respectively. The SO coupling is not apparent at this scale. In general, the Coulombic repulsion upshifts the energy levels and moves crossings of levels towards lower magnetic fields.

In Table I there are given relative motion energies of the two-electron QD for increasing confinement energies $\hbar\omega_0$. Energies are computed with the accuracy of 9 decimal figures. We also display the relative Coulomb contribution (including electron correlation) given by $\delta$. We can see that the role of the Coulomb interaction is very important. One can see that for low-lying states, the relative Coulomb contribution is greater that for higher states. In particular, for ground state $\delta \approx 74\%$. This means that the Coulomb interaction strongly affects low-temperature properties of the dot, such as the magnetization, which are dominated by low-lying states. We can see that the relative contribution of the electron-electron interaction decreases with increasing both the angular momentum quantum number $m_z$ and the radial quantum number $n$.

Fig. 3. Dependence on the $B$ field of lowest relative motion levels including spin ($n = 0, \ldots , 10, m_z = 0, \pm 1, \pm 2, \pm 3, \pm 4, S_z = 0, \pm 1$) of two-electron QD: (a) interacting electrons, (b) noninteracting electrons. Confining energy $\hbar\omega_0 = 8$ meV. InSb material parameters are used: $m = 0.0139m_e$, $g^* = -51.56$, $\epsilon_r = 14$.

Fig. 4. Levels ($N = 0, M_z = 0, n = 0, m_z = 0$, $n' = 0, m_z' = -1$) of the two-electron InSb QD: (a) with SO coupling (solid lines) and without SO coupling (dashed lines), (b) levels crossing (dashed lines) and avoiding crossing (solid lines). Confining energy $\hbar\omega_0 = 8$ meV, the Rashba coupling constant $\alpha = 0.05$.

as the magnetization, which are dominated by low-lying states. We can see that the relative contribution of the electron-electron interaction decreases with increasing both the angular momentum quantum number $m_z$ and the radial quantum number $n$. This follows directly from the behavior of radial wave functions at small distances.

In Fig. 4a there is given dependence on the $B$ field of four levels $S, T_+, T_0, T_-$, in the basis of which the total Hamiltonian is diagonalized. The levels are plotted as dashed lines. On the other hand, levels, plotted as solid lines, correspond to eigenstates of the total Hamiltonian. Two higher levels are simply shifted relatively to $T_0$ and $T_0$, by approximately constant amounts of opposite signs. In part (b) there are given two lowest levels that are mainly a mixture of the singlet $S$ and the triplet $T_+$ states. The states are strongly mixed in the vicinity of the transition point. We note that the singlet–triplet anticrossings in two-electron quantum dots are used as one of the ways for experimental observations of SO interaction, e.g. see the experimental work on two-electron self-assembled InAs quantum dots [50].
Fig. 5. Dependence on $B$ field of magnetization of InSb QD: (a) ground state with e–e interaction, (b) ground state without e–e interaction, (c) first excited state with e–e interaction, (d) first excited state without e–e interaction. Confining energy $\hbar \omega_0 = 8$ meV. Symbols $S, T_\uparrow$ refer to regions with dominating states $S, T_\uparrow$, respectively.

In Fig. 5 there is given the dependence of the magnetic moment of the dot (the $z$-component of the magnetization $\mu(B)$) on the $B$ field. In the absence of the Rashba coupling, crossings of $S$ and $T_\uparrow$ levels appear as discontinuities in the magnetization. Due to the SO coupling, the jump in the magnetization becomes gradual. One should be noted that the role of the Coulomb interaction is significant. In general, the interaction upshifts the ground state magnetization to positive values. As we can see in part (a), the magnetization may have both positive and negative values around the transition point while if the Coulomb interaction is absent (part (b)) the ground state magnetization is negative. The presence of both signs means the possibility of changing the magnetic moment of the dot, from an initial sign to the opposite one, by means of the magnetic field. In the presence of the electric field the process is continuous. This property may have importance for the practical implementations of QDs in fabrication of devices based on the magnetization, such as magnetoresistance sensors or other devices using the magnetization reversal (switching) [51].

Using (36)–(38) we can find that
$$\lim_{\gamma \to \infty} \mu_z = -1.$$ Taking into account (34) one obtains the saturation value, $\approx -8.6$ meV/T.

Fig. 6. Magnetic susceptibilities of InSb QD for different Rashba coupling constants: (a) ground state, (b) first excited state. Confining energy $\hbar \omega_0 = 8$ meV. Symbols $S, T_\uparrow$ refer to regions with dominating states $S, T_\uparrow$, respectively.

The behavior of the magnetization in function of the $B$ field has relevant consequences for the magnetic susceptibility of the dot. At temperature $T = 0$, the magnetic susceptibility can be defined as $\chi = d\mu_z/d\gamma$. We can see in Fig. 6 that there are created pertinent domains with well-defined signs of the magnetic susceptibility. In the case of first excited state, the magnetic susceptibility $\chi < 0$ for every $B$ field and the dot, in this state, is a diamagnetic.

In Fig. 7 there is given dependence of the magnetization curves for increasing confinement. One can see that for low confinement, crossings of corresponding levels are damped. In a consequence, the magnetization curves are regular. For higher confinement, the magnetization discloses decreasing jump with increasing Rashba coupling strength.

5. Summary

We have presented a detailed theoretical study of the SO coupling effect induced by self-consistent electric field created by the nanostructure for two interacting electrons confined to a parabolic QD, using semiconductor InSb QD. We note that the two-electron problem including simultaneously e–e interaction, electron correlation, external $B$ field and SO interaction is studied for the first time. As well known the two-electron problem in a parabolic potential in a magnetic field has a unique property of separability the relative motion from the c.m. motion. The presence of an external electric field perpendicular to the plane of the system does not affect
this property. This allows for taking into account the electron correlation exactly also for the system in the SO interaction present. The solution to the relative motion Schrödinger equation including the Coulomb interaction and external \( T \) field has been obtained by power series expansion method in combination with the iteration of asymptotic boundary conditions imposed on the radial function at finite distance. Using this solution we have shown that both electron–electron interaction and electron correlation have important consequences for spin-dependent properties of the dot in the SO coupling present. One should be also pointed out that since we can control the spin–orbit coupling constant in planar semiconductor systems by means of external or built-in electric fields, we can change, by variations of the fields, the magnetic properties of the system. The precise controlling of the magnetization of the system is of particular interest from the point of view of spintronic devices realization involving magnetic contacts and manipulated by electric fields. The exploration of the Rashba physics is now at the heart of the growing research field of spin-orbitronics, a branch of spintronics focusing on the manipulation of non-equilibrium materials properties using SO coupling. Obtained results may therefore find some applications in experimental investigations of the Rashba SO coupling.

**APPENDIX A: Two-electron spin operators**

The spin operators corresponding to the total spin of two electrons may be obtained as the sum of single particle spin operators,

\[
\hat{S} = s_1 + s_2. \tag{A1}
\]

Using standard representation, in which single-electron spin operators \( s^2 \) and \( s_z \) are diagonal, referred to as B1 representation, we obtain immediately the two-electron spin matrices, by calculating

\[
\hat{S} = \left( \frac{1}{2} \sigma \right) \otimes \mathbb{1} + \mathbb{1} \otimes \left( \frac{1}{2} \sigma \right). \tag{A2}
\]

The two-electron spin operators in the B1 representation have forms

\[
\hat{S}_x = \frac{1}{2} \begin{bmatrix}
0 & 1 & 1 & 0 \\
1 & 0 & 0 & 1 \\
1 & 0 & 0 & 1 \\
0 & 1 & 1 & 0 \\
\end{bmatrix}, \quad \hat{S}_y = \frac{1}{2} \begin{bmatrix}
0 & -i & 0 & -i \\
i & 0 & 0 & -i \\
i & 0 & 0 & -i \\
0 & i & i & 0 \\
\end{bmatrix}, \quad \hat{S}_z = \begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & -1 \\
\end{bmatrix}. \tag{A3}
\]

The square of the total spin in the B1 representation reads

\[
\hat{S}^2 = \hat{S}_x^2 + \hat{S}_y^2 + \hat{S}_z^2 = \begin{bmatrix}
2 & 0 & 0 & 0 \\
0 & 1 & 1 & 0 \\
0 & 1 & 1 & 0 \\
0 & 0 & 0 & 2 \\
\end{bmatrix}. \tag{A4}
\]

We define new basis, referred to as B2={\( S, T_+, T_0, T_- \)}, where

\[
|S\rangle \equiv |00\rangle = \begin{bmatrix}
0 \\
1 \\
0 \\
-1 \\
\end{bmatrix}, \tag{A5}
\]

\[
|T_0\rangle \equiv |10\rangle = \begin{bmatrix}
0 \\
1 \\
0 \\
0 \\
\end{bmatrix}, \tag{A6}
\]

\[
|T_+\rangle \equiv |11\rangle = \begin{bmatrix}
1 \\
0 \\
0 \\
0 \\
\end{bmatrix}, \quad |T_-\rangle \equiv |1,-1\rangle = \begin{bmatrix}
0 \\
1 \\
0 \\
1 \\
\end{bmatrix}. \tag{A7}
\]

The basis B1 can be obtained from the basis B2 by the unitary transformation, given by

\[
U = \begin{bmatrix}
1 & 0 & 0 & 0 \\
\frac{1}{\sqrt{2}} & 0 & \frac{1}{\sqrt{2}} & 0 \\
-\frac{1}{\sqrt{2}} & 0 & \frac{1}{\sqrt{2}} & 0 \\
0 & 0 & 0 & 1 \\
\end{bmatrix}. \tag{A8}
\]

The spin operators in the B2 representation read

\[
\hat{S}_x = U^\dagger \hat{S}_x U = \begin{bmatrix}
0 & 0 & 0 & 0 \\
0 & 2 & 0 & 0 \\
0 & 0 & 0 & 2 \\
0 & 0 & 2 & 0 \\
\end{bmatrix}, \quad \hat{S}_y = U^\dagger \hat{S}_y U = \begin{bmatrix}
0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & -1 \\
\end{bmatrix}, \quad \hat{S}_z = U^\dagger \hat{S}_z U = \begin{bmatrix}
0 & 0 & 0 & 0 \\
0 & 0 & \frac{1}{\sqrt{2}} & 0 \\
0 & \frac{1}{\sqrt{2}} & 0 & 0 \\
0 & 0 & 0 & \frac{1}{\sqrt{2}} \\
\end{bmatrix}, \quad \hat{S}_y = U^\dagger \hat{S}_y U = \begin{bmatrix}
0 & 0 & 0 & 0 \\
0 & 0 & \frac{1}{\sqrt{2}} & 0 \\
0 & \frac{1}{\sqrt{2}} & 0 & 0 \\
0 & 0 & 0 & \frac{1}{\sqrt{2}} \\
\end{bmatrix}, \tag{A9}
\]

where we have used the same symbols for both representations.
APPENDIX B: Radial amplitudes

B.1. Centre-of-mass motion

Solutions to the Schrödinger equation for the c.m. motion
\[ \mathcal{H}_{\text{c.m.}} \Psi_{\text{c.m.}} = E_{\text{c.m.}} \Psi_{\text{c.m.}}, \]  
(B1)
may be found analytically. The normalized solutions have forms
\[ \Psi_{\text{c.m.}}(R, \phi) = \frac{e^{im\phi}}{2\pi} F_{NM}(R), \]  
(B2)
where the radial amplitude reads
\[ F_{NM}(R) = N_{NM} R^M e^{-\Omega R^2} \times F(-N, M_z + 1, 2\Omega R^2), \]  
(B3)
where \( F \) is confluent hypergeometric function and
\[ N_{NM} = \frac{2}{M_z} \frac{\sqrt{2^{2M_z} \Gamma^2(N + M_z + 1) N!}}{N!}. \]  
(B4)
Energies are given by
\[ E_{\text{c.m.}} = (2N + M_z + 1)\Omega + \frac{1}{2} \gamma M_z. \]  
(B5)
In the main text, the c.m. energies are denoted as \( E_{NM} \).

B.2. Relative motion

B.2.1. The case of noninteracting electrons

The Schrödinger equation for noninteracting electrons reads
\[ \mathcal{H}_{\text{rel}}^{(0)} \Psi_{\text{rel}}^{(0)} = E_{\text{rel}}^{(0)} \Psi_{\text{rel}}^{(0)}, \]  
(B6)
where
\[ \mathcal{H}_{\text{rel}}^{(0)} = -\Delta + \frac{1}{4} \Omega^2 r^2 + \frac{1}{2} \gamma m_z. \]  
(B7)
The normalized solutions have the form
\[ \Psi_{\text{rel}}^{(0)}(r, \varphi) = N_{nmz} \frac{e^{im\varphi}}{\sqrt{2\pi}} G_{nmz}^{(0)}(r), \]  
(B8)
where radial amplitudes read
\[ G_{nmz}^{(0)}(r) = N_{nmz} r^{m_z} e^{-\Omega r^2/4} \times F(-n, M_z + 1, 2\Omega r^2), \]  
(B9)
where
\[ N_{nmz} = \sqrt{2^{-m_z} \Gamma^2(n + m_z + 1) m_z! n!}. \]  
(B10)
Energies are given by
\[ E_{\text{rel}}^{(0)} = (2n + m_z + 1)\Omega + \frac{1}{2} \gamma m_z. \]  
(B11)
In the main text, both the analytic and approximate relative motion energies are denoted as \( E_{nmz} \).

B.2.2. The case of interacting electrons

The Schrödinger equation for the relative motion reads
\[ \mathcal{H}_{\text{rel}} \Psi_{\text{rel}} = E_{\text{rel}} \Psi_{\text{rel}}, \]  
(B12)
where \( \mathcal{H}_{\text{rel}} \) is given in (9). Taking into account the wave function in the form
\[ \Psi_{\text{rel}}(r, \varphi) = \frac{e^{im\varphi}}{\sqrt{2\pi}} r^{m_z} e^{-\Omega r^2/4} g(r), \]  
(B13)
we obtain
\[ r^2 g'' + (2m_z + 1)rg' - \frac{1}{\epsilon_r} rg \]  
\[ + (E_b - \Omega m_z - \Omega) r^2 g - \Omega^3 r^4 g' = 0, \]  
(B14)
where \( E_b = E_{\text{rel}} - \frac{1}{2} \gamma m_z \). Equation (B14) has asymptotic solution
\[ g(r) = \text{const} \times r^0, \quad r \to \infty, \]  
(B15)
where
\[ \eta = \frac{E_b}{\Omega} - m_z - 1 \]  
(B16)
is, in general, a real number. This asymptotic behavior ensures square-integrability of the wave function (B13) and determines the asymptotic boundary condition
\[ \lim_{r \to \infty} \frac{g'(r)}{g(r)} = \frac{\eta}{r}. \]  
(B17)
[2pt] For any energy, we look for solutions in the form of power series
\[ g(r) = \sum_{i=0}^\infty a_ir^i, \]  
(B18)
which leads to the recurrence relation for the coefficients,
\[ i(i + 2m_z)a_i - \epsilon_r^{i-1}a_{i-1} \]  
\[ + [E_b - \Omega(m_z + i + 1)] a_{i-1} = 0, \]  
(B19)
where \( i = 0, 1, 2, \ldots \) and \( a_j \equiv 0 \) for \( j < 0 \). Solving the above relation we obtain the set of coefficients for any \( E_b \). By imposing asymptotic boundary conditions (B17) at finite distance \( r = \xi \) we can determine approximate energy eigenvalues from the nonlinear equation
\[ \Delta(E_b) \equiv \sum_{i=0}^I (i - \eta)a_i(E_b)\xi^i = 0, \]  
(B20)
where \( I \) is a cut-off parameter. We note that the relative motion energies are given as \( E_{\text{rel}} = E_b + \frac{1}{2} \gamma m_z \). The accuracy of energy increases with increasing \( \xi \) and \( I \). However, to achieve desired accuracy, high-precision arithmetic is required. The approximate radial amplitudes have the form
\[ G_{nmz}(r) = \tilde{N}_{nmz} r^{m_z} e^{-\Omega r^2/4} \sum_{i=0}^I a_ir^i, \]  
(B21)
where \( \tilde{N}_{nmz} \) is the normalization factor and \( n \) is the eigenvalue number. One can note that when \( \eta \) becomes positive integer (\( \eta = n' \)), then closed-form solutions exist. This means that the recurrence relation (B19) reduces to a finite system of \( n' + 1 \) linear equations. From the condition of linear dependence of the uniform system we determine values of \( \Omega_{n'} \) corresponding to exact solutions, for a given \( n' \). According to (B16) energies corresponding to exact solutions are \( E_{n'} = \Omega_{n'}(m_z + n' + 1) \). Finally, the approximate expansion (B21) reduces exactly to a polynomial (\( I = n' \)). For example, if \( n' = 1 \), then closed-form solutions exist for confining frequencies.
\[ \Omega_l = \frac{1}{1 + 2m_z} \epsilon_r^2. \]  

In this case the closed-form solutions read

\[ G_{m_z}^1(r) = \tilde{N}_{m_z} r^{m_z} (1 + \epsilon, \Omega_l r) e^{-\Omega_l r^2/4}, \]

where \( \tilde{N}_{m_z} \) is the normalization factor.

The above exact solutions correspond to energies

\[ E_b^1 = \frac{2 + m_z}{1 + 2m_z} \epsilon_r^2. \]  

We note that the power series expansion method has been applied in several contexts in order to solve both the Schrödinger and the Dirac equations with power potentials [34, 44–46].

**APPENDIX C: Radial integrals**

Matrix elements of the SO Hamiltonian read

\[ \Box_{c.m} = \alpha \sqrt{2} \int_0^\infty F_{N',M_z+\Delta m_z} \left[ \frac{\partial F_{N',M_z+\Delta m_z}}{\partial R} - \left( \frac{1}{2} \gamma R + \frac{M_z + \Delta m_z - 1}{R} \right) F_{N',M_z+\Delta m_z-1} \right] RdR, \]

\[ \nabla_{c.m} = \alpha \sqrt{2} \int_0^\infty F_{N',M_z+\Delta m_z+1} \left[ \frac{\partial F_{N',M_z+\Delta m_z}}{\partial R} - \left( \frac{1}{2} \gamma R + \frac{M_z + \Delta m_z}{R} \right) F_{N',M_z+\Delta m_z} \right] RdR, \]

\[ \begin{aligned}
\Box_{rel} &= -\frac{\alpha \sqrt{2}}{2} \delta_{\Delta m_z,1} \int_0^\infty F_{N,M_z} F_{N',M_z+\Delta m_z-1} RdR \int_0^\infty G_{m_z} \left[ \frac{\partial G_{m_z'}}{\partial r} - \left( \frac{1}{2} \gamma r + \frac{m_z'}{r} \right) G_{m_z'} \right] r dr, \\
\nabla_{rel} &= -\frac{\alpha \sqrt{2}}{2} \delta_{\Delta m_z,-1} \int_0^\infty F_{N,M_z} F_{N',M_z+\Delta m_z+1} RdR \int_0^\infty G_{m_z} \left[ \frac{\partial G_{m_z'}}{\partial r} + \left( \frac{1}{2} \gamma r + \frac{m_z'}{r} \right) G_{m_z'} \right] r dr,
\end{aligned} \]

where \( m_z = 0, \pm 2, \pm 4, \ldots, \) \( m'_z = \pm 1, \pm 3, \ldots, \) \( \Delta m_z = m_z - m'_z. \) The integrals marked by “c.m.” are calculated analytically. The integrals marked by “rel” are calculated analytically for the case of non-interacting electrons and numerically for the case of interacting electrons.
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