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The paper addresses the role of ambient elements (H, C, N and O) in the wide-bandgap semiconductor
compounds. Their prevalence in the atmosphere imposes limitations not only on the purity of the materials under
processing but, also, on the detection and measurement of the content of these species. Specifically, a review of
electrical and optical properties, based on the available literature, is presented for: hydrogen in GaN, ZnO and
SiC, carbon in GaN and ZnO, nitrogen in ZnO and SiC and oxygen in GaN and SiC. Further, the refinements
of the SIMS (Secondary Ions Mass Spectrometry) analytical technique, aiming to improve the sensitivity and
detection limit of atmospheric elements, are described in detail. These include the choice of primary beam type
and current, type of secondary single or cluster ions, geometry and vacuum conditions. Finally, the evaluated
so-called RSF parameters (Relative Sensitivity Factors) are given for each atom-semiconductor pair, converting
raw data to the absolute value of concentration.
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1. Introduction

All chemical processes may be subject to contamina-
tion with elements contained in the Earth atmosphere.
In semiconductor technology, hydrogen (H), carbon (C),
nitrogen (N) and oxygen (O) appear either as major
constituents like in GaN, ZnO, SiC or as trace impuri-
ties. Of these, some species are being deliberately intro-
duced in the material forming electrically active dopants
while some other can be incorporated from the ambi-
ent in an uncontrolled manner. This paper deals with
the properties of atmospheric elements in compound
semiconductors, their efficiency as acceptors or donors
as well as the interaction with different atoms and de-
fects. The contamination by foreign atoms leading to
the passivation or compensation of electrical conductivity
may take place in processes occurring under atmospheric
pressure but also in those conducted under high vacuum,
through interaction with residual gases.

Hydrogen is an amphoteric dopant. It can act both as
a donor as well as acceptor depending on the material or
position in a crystal lattice. In wide band-gap semicon-
ductors hydrogen occurs mostly as a donor, or as a passi-
vating impurity. Carbon due to the place in the Periodic
Table is also an amphoteric dopant in III-V and II-VI
semiconductors. In GaN and ZnO it constitutes an ac-
tive donor or acceptor dopant depending on whether it
substitutes cation or anion in the crystal lattice, respec-
tively. As a main component of precursors in MOCVD
or residual gasses in MBE method, it also appears as an
impurity. Nitrogen is routinely used as an active dopant
in both ZnO as well as SiC semiconductor material.
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According to its place in the Periodic Table it intro-
duce acceptor carriers in II-VI semiconductors as well as
in ZnO, and donor carriers in group IV semiconductor in-
cluding SiC. So far as the technology of nitrogen-doped
SiC is well established, the research on nitrogen-doped
ZnO is still in development. Oxygen is the most reactive
atmospheric element. As a highly abundant impurity is
an issue mostly in GaN, introducing donor defects into
the layers as well as to bulk materials. The low solu-
bility of oxygen in SiC implies the lack of active defects
influencing the conductivity.

At the same time, the prevalence of atmospheric gases
in the measuring devices imposes a detection limit de-
pending on surface adsorption efficiency of the measured
material. These applies for most quantitative methods
dealing with the measurement of atmospheric elements
in solids. The secondary ion mass spectrometry (SIMS)
method operating in ultra-high vacuum, using a spe-
cial arrangement of secondary ion detection is practi-
cally the only choice for measuring the dopant content at
a ppm level. Other analytical techniques such as Electron
Microprobe or Rutherford Backscattering Spectrometry
have admittedly ability of quantitative element determi-
nation but their sensitivity is far beyond that required
for the present study.

2. Hydrogen

Hydrogen is one of the most widespread elements on
Earth. In the Earth’s atmosphere, it occurs bonded with
oxygen as water, but its large reservoir is also hydro-
carbons being the main component of all fossil fuels.
On the other hand, Hydrogen is a common impurity in
a number of semiconductors, not only due to its presence
in the atmosphere, but also as a component of precursors
used for the epitaxy of semiconducting materials. Despite
the simple structure (only one proton and one electron)
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hydrogen exhibits very complex behavior. Its ability to
bind to broken or weak covalent bonds as found in lo-
calized or extended defect centers often results in shift-
ing the defect energy levels from or into the energy gap.
This results in passivation or compensation of both shal-
low and deep defects, but also the creation of extended
defects which have a large impact on the electrical and
optical properties of semiconductor materials. Hydrogen
properties are well established in more traditional semi-
conductors, such as Si or GaAs and to a lesser extent in
wide band-gap semiconductors, such as gallium nitride
GaN, zinc oxide ZnO or silicon carbide SiC.

Hydrogen, due to its size, in the crystal lattice of the
semiconductor usually occupies the interstitial position
where can act in three charged states: HO, H+ and H−.
As a result of Coulomb attraction H+ (proton) builds into
places with high electron density, hence interacts pre-
dominantly with anions, whereas H− (proton with 2 elec-
trons) builds into places with low electron density, i.e.,
connects with cations. Charge of the hydrogen atom in
the semiconductor is determined by Fermi’s energy level,
hence H+ is the preferred state in the p-type whereas H−

in the n-type material. The amphoteric properties of hy-
drogen atom make it able to compensate both electron
and acceptor conductivity.

Chris van der Walle showed [1], that the HO state
is generally unstable in semiconductors, and the value
of the transition energy level between H+/H− is pined
with respect to the vacuum level. Thus, the proper-
ties of hydrogen in a given semiconductor depend on
the position of the semiconductor energy gap relative to
the vacuum level, in the result on such parameters as
electron affinity and ionization potential. Therefore de-
pending on the location of the energy gap relative to
the vacuum level in a given semiconductor, hydrogen
may exhibit acceptor properties as in Ge or GaSb, or
donor — as in InN or ZnO.

2.1. Hydrogen properties in GaN

The increase of interest in research on hydrogen in
gallium nitride occurred when fabrication of GaN based
p-n junction was attempted. Unfortunately, the mag-
nesium doped GaN layers were highly resistive despite
very high dopant concentration. The hydrogen passiva-
tion of magnesium, which forms inactive complexes with
a dopant was showed by Nakamura [2]. The annealing of
the layers at suitable temperature results in the break-
ing of Mg-H bonds and thus the activation of magne-
sium. Interestingly, subsequent experiments on hydro-
gen in GaN at low temperatures showed a complete lack
of hydrogen atom mobility up to 900 ◦C in GaN as well
as InN or AlN [3]. It would follow that when heat-
ing GaN crystals at high temperatures, hydrogen bonds
with magnesium are broken, but atoms are not removed
from the material. Subsequent studies have shown,
that the acceptor conductivity in the GaN layers grown
by MBE can be suppressed by introducing hydrogen
into the material [4].

The difference of hydrogen mobility in materials with
different Fermi levels has been explained from the
first principles calculations [5]. Hydrogen as a proton
H+ prefers the position close to the nitrogen, forming
a bond similar to that found in NH3 ammonia. Among
the possible positions of both atoms, the nitrogen anti-
bonding site is energetically most stable. Interestingly,
this is a different position than in Si or GaAs, due to the
polarity of gallium nitride. The activation energy for mi-
gration of bound hydrogen as 0.7 eV was calculated. For
neutral hydrogen HO, much smaller energy differences
were found according to different sites. The energetically
most stable site for HO is the Ga antibonding site. For a
proton with two electrons H−, the Ga antibonding site is
also energetically most stable, as well as the tetrahedral
interstitial site, where the distance between hydrogen and
the neighboring Ga atoms is maximized, and the charge
density of the bulk crystal has a global minimum. In this
position, the energy barrier for hydrogen migration is as
high as 3.4 eV. The charge state of hydrogen in GaN af-
fects its diffusion coefficient. In an n-type material (e.g.,
GaN:Si) this parameter is much lower than in a p-type
material (e.g., GaN:Mg), which was shown by calcula-
tions from the first principles [6, 7] and confirmed ex-
perimentally in the hydrogen implanted [8], plasma dif-
fused [9–11], or epitaxial [12] GaN layers. The low ac-
tivation energy for the hydrogen H+ diffusion was also
shown in experiments on diffusion in the electric poten-
tial. Using p-n junction capacity measurements, the ac-
tivation energy for hydrogen diffusion consisting of the
H–Mg binding energy (∼ 1.2 eV) and the migration en-
ergy (∼ 0.8 eV) was shown [13]. This result was verified
to be 1.76 eV in the paper [14]. In the p-type material
the diffusion coefficient in the nonpolar directions a–b is
lower than in the polar direction c.

Detailed calculations regarding the anisotropy of
the hydrogen diffusion coefficient in GaN were performed
by Limpijumnong and Van de Walle [15]. According to
the authors, the activation energies of hydrogen in the H+

charge state for diffusion towards or perpendicularly to
the c-plane are 0.94 or 0.85 eV, respectively, while hy-
drogen H− exhibits the inverse anisotropy and energies
are 1.99 or 2.17 eV, respectively. Interestingly, according
to the calculations, hydrogen has the highest mobility
in semi-insulating, HO dominated material, because of
the lowest activation energies for diffusion in this kind
of material. H2 molecule exhibits the activation ener-
gies comparable with H− species. Hydrogen diffusion
anisotropy was also visible in the activation process of
LED GaN:Si/GaN:Mg structures [16]. The direction of
the p-type layer activation is followed from the side wall
to the inside of the structure, which indicates a horizontal
diffusion of hydrogen through the structure. The above
experiments and calculations show that hydrogen can
be introduced and removed from the p-type material,
while it is completely immobile in the n-type material.
The annealing of the material in N2 ambient at temper-
atures over 700 ◦C is a standard procedure for removing
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hydrogen from GaN:Mg layers, which has already been
demonstrated at the first stage of research on acceptor
doping of GaN [17]. Subsequent studies have also shown
alternative methods of Mg activation in GaN. Those are:
annealing under the O2 atmosphere at the temperature
over 400 ◦C [18, 19] or under NF3 ambient at the temper-
ature over 850 ◦C [20].

The next important parameter associated with the
dopant incorporation is the formation energy of a defect.
Theoretical calculations showed [21–23], that the forma-
tion energy of H+ increases with Fermi level, reaching
almost 2 eV in the n-type material. It is opposite to
the hydrogen in the H− charge state, where the forma-
tion energy decreases from ∼ 2 to ∼ 1 eV with the in-
crease of the Fermi level. These results well explain
the lack of hydrogen in the n-type material and a large
amount of hydrogen in the p-type material, where H− ex-
hibits the negative formation energy. Epitaxial growth of
the n-type material even by MOCVD method employing
H-contained precursors, results in no hydrogen incorpo-
ration or diffusion. The results of SIMS measurements
of MOCVD layers indicate the hydrogen concentrations
at the level below the detection limit. On the contrary,
in the p-type layers hydrogen is easily incorporated into
the material, passivating the acceptor dopants. One ex-
ception is the MBE method, in which high vacuum allows
to grow magnesium doped nitride layers free of hydro-
gen. Nevertheless, the high hydrogen content in atmo-
sphere and the high diffusion coefficient (> 1011 cm2/s)
make it possible to contaminate the semiconductor ma-
terials at many stages of the semiconductor devices
manufacture [24].

Hydrogen may be present in GaN also in molec-
ular form, as confirmed by means of infrared spec-
troscopy [25], having the most stable position in semi-
insulating material [22]. The H2 molecule at the intersti-
tial site can also cause tensile stress of the GaN lattice
crystal, as was observed in the MBE layers with hydrogen
content exceeding a certain critical value [26].

In conclusion, hydrogen in GaN mainly causes the com-
pensation of p-type layers having the highest diffusion co-
efficient in this type of material. Therefore the elevated
temperatures and appropriate annealing conditions are
required to remove it from the material.

2.2. Hydrogen properties in ZnO
According to the description of the hydrogen properties

in semiconductors by Van de Walle [1] hydrogen atom in
ZnO always exhibits donor properties with H+/H− tran-
sition level in the conduction band. It is worthwhile not-
ing that the beginning of research on the hydrogen prop-
erties in ZnO dates to the 50’s [27, 28], when the tech-
nology of semiconductors such as Si or GaAs was still in
its infancy. The activation energy of hydrogen as a donor
was then calculated on 0.04 eV. Hydrogen in ZnO is usu-
ally an impurity and incorporate into the material either
from residual gases, as in the MBE and magnetron
sputtering method or from hydrogen contained pre-
cursors, as in the Metaloorganic Chemical Vapor

Depositon (MOCVD) and Atomic Layer Deposition
(ALD) methods. The calculation from the first principles
confirming the shallow state of hydrogen donor was re-
ported by Van de Walle [29]. Hydrogen in the H− charge
state occurs in the p-type material with the formation
energy of −2 eV at EF =EV and is stable over the entire
Fermi level range in the band gap. According to calcu-
lations of Van de Walle, molecular hydrogen in ZnO can
be formed in the material only in the narrow range of
Fermi level ∼ 3 eV above the valence band, while H− in
the n-type material with the formation energy of 0.5 eV
at EF =EC. The possible hydrogen locations in the ZnO
crystal lattice was shown, with the most stable bond cen-
tered interstitial position between O and Zn atoms, per-
pendicular to the c axis. Possible relaxation of the lattice
caused by the defect was also noted. Similar calculations
were made by authors of [30], with the results indicat-
ing on the more stable interstitial hydrogen site located
at the O-Zn bond parallel to the c axis. The hydrogen
interstitial position has been confirmed experimentally
in numerous studies by infrared spectroscopy or Raman
spectroscopy. Infrared absorption peaks were observed
for H–O complex in anti-bonding configuration, oriented
at an angle of 110◦ from the c axis [31–33]. Configura-
tion of interstitial hydrogen, indicating also the presence
of another H–O bond parallel to the c axis was confirmed
in [34–36]. Annealing of ZnO samples in the atmosphere
free of hydrogen provides the formation of donors asso-
ciated with hydrogen. It would indicate the presence of
H in the ZnO material in a other configuration than that
observed in infrared absorption spectra. It is supposed to
be molecular hydrogen H2. These predictions have been
confirmed by Raman spectroscopy [37, 38]. Such ampho-
teric properties of hydrogen were also well acknowledged
in theoretical calculations [39].

The hydrogen diffusion parameters in ZnO have been
determined in the very first studies on the properties
of H in ZnO [27, 28]. Similar diffusion activation en-
ergies of 1.12 and 0.91 eV, respectively, were received.
The obtained energies are similar to the results inferred
from the first principles calculations [30] for interstitial
and HO substitutional diffusion of hydrogen and amount
∼ 0.5 and 1.7 eV respectively. Diffusion was not observed
in the hydrogen implanted samples [40, 41]. In these
cases hydrogen is predominantly located in implantation
generated defects thereby forming less mobile molecules
such as H2 and ultimately outdiffuse from the layer
at higher temperatures [42]. Rapid hydrogen diffusion
in ZnO layers was confirmed by annealing in hydrogen
plasma [43, 44]. However, very high diffusion coefficients
indicate polycrystalline structure of the medium. Hydro-
gen indiffusion into ZnO crystal by passing the electron
current through the sample was also shown in [45].

In summary, hydrogen in zinc oxide act as a donor,
significantly counteracting doping of the p-type material.
Moreover, it has a very high diffusion coefficient in ZnO,
which makes possible to remove it from the samples by
annealing at the temperatures as low as 500–600 ◦C.
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2.3. Hydrogen properties in SiC

The pioneering characterization of hydrogen in SiC was
conducted by Choyke and Patrick, by studying the pho-
toluminescence at 1.4 K in hydrogen or deuterium im-
planted 6H-SiC samples [46]. Carbon bound hydro-
gen was observed based on spectral line shifts between
samples containing different isotopes. The annealing
of the implanted samples at 800 ◦C caused an increase
in the intensity of the photoluminescence. It was ex-
plained by diffusion of hydrogen into the substitution
sites HSi and increasing the number of bonds with car-
bon. A similar mechanism was confirmed in polytypes
4H and 15R [47]. However, theoretical work pointed
on the interstitials hydrogen site in cubic as well as
hexagonal crystals [48].

Further studies were oriented to the hydrogen-induced
dopant passivation in silicon carbide. The passiva-
tion level of both acceptor and donor dopants in
6H-SiC crystals were evaluated to 75% using the elec-
tron spin resonance (ESR) method [49] after annealing
under hydrogen atmosphere in the temperature range of
1500-1700 ◦C. The inverse process can be achieved by an-
nealing in argon. Passivation of dopants by hydrogen is
of key importance especially in chemical vapor deposition
(CVD) techniques, where the precursors of both matrix
elements (SiH4 silane, C3H8 propane) and dopant (dibo-
rane B2H6) contain hydrogen, which results in easy incor-
poration of H in epitaxial layers [50]. Subsequent studies
have shown that the passivation efficiency of acceptors is
much higher than donors. Such behavior is quite com-
mon in semiconductors and is related to the more stable
bond centered hydrogen position bound to acceptor com-
pared to the anti-bonding interstitial position when bind-
ing to the donor. In the case of acceptors, the estimated
reactivation energy is 3.3 eV.

The results of the early papers on hydrogen diffusion in
SiC showed no H redistribution up to 1000 ◦C in the deu-
terium implanted layers. Simultaneously, the diffusion
of hydrogen into the SiC bulk crystal during the sam-
ple annealing under hydrogen plasma, was revealed by
the SIMS measurement [51]. The subsequent results ob-
tained on deuterium implanted samples indicated high
hydrogen mobility in B or Al doped samples, resulting
in complete passivation of acceptor dopants, and a com-
plete lack of diffusion in samples with n-type conduc-
tivity at the temperatures range up to 300 ◦C [52–54].
In the review paper [55, 56] the concentration depen-
dent diffusion of hydrogen, where the diffusion coeffi-
cient depends on the concentration of hydrogen trapping
acceptor dopant was pointed out. The calculated dis-
sociation energy of H-B and H-Al hydrogen complexes
amount of 2.51 and 1.61 eV respectively and indicate
the different atomic configuration of both complexes.
Moreover, the bond length of the boron complex indi-
cates the Coulomb interaction of both atoms. This type
of interaction was pointed out by Van de Walle in his
theoretical work [1]. Efficient passivation results from
the fact that the ionized dopant interacts with hydrogen

by the Coulomb’s far-range interaction, while in the case
of proton (acceptor) or hydrogen with an additional elec-
tron (donor), makes it easier to find H close to the dopant.
Another trap center for hydrogen in SiC:Al was deter-
mined by authors of [57]. The annealing of Al doped lay-
ers at low temperatures leads to the dissociation of hydro-
gen bonds with aluminum and formation of complex with
silicon vacancy VSi–H. The high mobility of hydrogen in
SiC with either type of conductivity, but at temperatures
above 1000 ◦C [58] was demonstrated and the difference in
the diffusion coefficient depending on the electrical prop-
erties of the semiconductor was confirmed. In the p-type
material, where hydrogen is present as a proton, the diffu-
sion range at the temperature 1000 ◦C during 1h anneal-
ing is ∼ 0.5microns higher than in n-type material. Both
depth profiles exhibit a characteristic drop in concen-
tration, indicating diffusion described by concentration
dependent diffusion coefficient.

Such characteristic profiles appear in the case of vari-
ous dopants in various crystal materials and indicate that
the atom diffusion is determined by an additional factor
reducing the atom mobility [59–62]. The influencing fac-
tors can be level of dopant trapping defects resulting from
the Fermi level, the charge state of defects affecting they
mobility, which may also result from the Fermi level or
as in the case SiC, the dopant forming complexes with
diffusing atoms. Then, the hydrogen diffusion proceeds
as follows, hydrogen atoms diffusing into subsequent lay-
ers of the semiconductor first passivates the dopants
becoming less mobile, then saturating all defects;
the excess of atoms diffuse deeper and the process re-
peats. The characteristic drop of the hydrogen depth pro-
file occurs at the H concentration level equals to the ac-
ceptor or donor concentration. The diffusion coefficient is
higher for boron doped material, indicative of lower H-B
binding energy compared to the H–N. Our results [58]
also indicate that the diffusion of hydrogen in SiC take
place with the contribution of point defects produced by
post-implantation damage, because the diffusion process
takes place only towards the high concentration of de-
fects. In addition, defects arising from the implantation
process also cause oxygen segregation [63].

In the above presented configurations, the presence
of hydrogen in the semiconductor exhibits, in general,
an undesirable effect. Conversely, in some applications
hydrogen is intentionally introduced into semiconductor
materials. Hydrogenated amorphous silicon is used in
photovoltaic cells [64], various materials are implanted
with hydrogen to separate thin layers and transfer them
to other substrates, as in the technology of Silicon on
Insulator (SOI) [65].

2.4. Hydrogen measurement by SIMS
SIMS is one of the few methods which can measure

the hydrogen content in materials. It also provides
the lowest hydrogen detection limit. However, it should
be noted that due to the prevalence of hydrogen in
the ambient atmosphere — mainly due to the water va-
por, the detection limit strongly depends on the vacuum
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Fig. 1. Depth profiles of hydrogen implanted into 3 different materials, as measured under 3 different measurement
condition: (a) GaN (D = 1 × 1016 cm−2, E = 25 keV), (b) ZnO (D = 1 × 1016 cm−2, E = 250 keV), (c) SiC
(D = 1× 1016 cm−2, E = 150 keV).

Fig. 2. Hydrogen depth profiles in concentration values: (a) GaN (D = 1 × 1016 cm−2, E = 25 keV), (b) ZnO
(D = 1× 1016 cm−2, E = 250 keV), (c) SiC (D = 1× 1016 cm−2, E = 150 keV).

conditions in the measuring apparatus. Hydrogen in
solids is detected by SIMS as both the positive ion H+

(proton) and the negatively ionized H− (proton with
2 electrons). However, much better detection of the
element takes place when measuring the negative ion,
which results from the fact that the ionization yield of
the H− ion is about 2 orders higher than the H+ ion.
This is mainly due to hydrogen properties. The hy-
drogen ionization energy is equal to the Rydberg con-
stant (Ry) and amount 13.6 eV, but its electron affin-
ity is only 0.75 eV. On Figs. 1 and 2 the comparison
of SIMS hydrogen measurements in hydrogen implanted
GaN, ZnO and SiC, under three measurement conditions
is showed:

1. O+
2 beam at the energy of 8 keV, positive ions H+

collected, primary beam current at 800 nA, sput-
tered area R = 200× 200 µm2;

2. Cs+ beam at the energy of 5.5 keV, positive ions H+

collected, primary beam current at 200 nA, sput-
tered area R = 200× 200 µm2;

3. Cs+ beam at the energy of 14.5 keV, negative ions
H− collected, primary beam current at 200 nA,
sputtered area R = 200× 200 µm2.

During the hydrogen measurement in a thin layer, the
detection limit is restricted by the primary beam current
density, which should not be too high to achieve appropri-
ate depth resolution in the dynamic SIMS measurement.
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Fig. 3. Depth profile of H, C, O and Si in the HVPE
bulk GaN material.

Therefore, the hydrogen detection limit for such a mea-
surement places in the range of 1017 – 1018 at/cm3 as in
the case of GaN:Mg layers [11, 66, 67]. For the GaN bulk
material, the use of a primary beam with high current
density can significantly lower this parameter. The low-
est detection limit of hydrogen in GaN (8×1015 at/cm3)
was achieved in the hydride vapor phase epitaxy (HVPE)
material (Fig. 3).

The result was obtained by sputtering the material
with a Cs+ beam at a primary beam current of 500 nA
over the area 50 × 50 µm2 [68]. The drops in the SIMS
signals of the atmospheric elements are caused by the in-
crease of the current density during the measurement
(intentional reduction of the sputtered surface area).
If the measured signals originate from residual gas atoms
adsorbed on the sample surface, increasing the primary
beam current density increases the reference signal with-
out affecting the SIMS signal of the measured element.
A correspondingly higher reference signal after the con-
version to absolute values corresponds to a lower con-
centration of the measured elements. It is worth noting
that in the case of Si, whose signal corresponds to an ex-
act element content in the material, the effect does not
occur. It means that the increased primary beam cur-
rent density equally affected the increase of the Si and
the reference signal.

Hydrogen measurements in ZnO layers and bulk crys-
tals exhibit both the ion yield as well as detection
limit similar to GaN. However, the SIMS measurement
of hydrogen in ZnO with the detection limit as low as in
GaN has not been documented so far. This is mainly due
to the fact that the as high purity of ZnO crystals has not

yet been reached as in the case of GaN crystals in terms of
hydrogen content. Therefore, the first measurements of
H diffusion in ZnO layers by the SIMS method were done
using deuterium, which has an abundance of 4 orders of
magnitude lower than the main isotope. Nevertheless,
the detection limit for deuterium measurements in ZnO
layers was not lower than 1015 at/cm3 [40, 44], which
corresponds to the concentration of 1019 at/cm3 for the
main hydrogen isotope. Ultra high vacuum conditions
in our SIMS apparatus and properly pure material al-
lowed us to measure hydrogen in the ZnO crystal at the
concentration level of 2 × 1017 at/cm3. The sample was
sputtered with a Cs+ beam at the primary beam cur-
rent of 300 nA over the area of 100 × 100µm2. Due to
the presence of hydrogen in precursors in ZnO growth
methods like atomic layer deposition (ALD), the H con-
tent in the layers grown by ALD can exceed the concen-
tration of 1021 at/cm3 [69–71]. Thus, the measurement
of hydrogen concentration in ALD layers can be pro-
vided by collecting protons H+, which allows measuring
the hydrogen depth profiles simultaneously with Cr [72],
Ag [73], Co [74] or Al and Ga [75]. The detection limit
of hydrogen under such measurement conditions provides
the level of 1018 at/cm3 [76]. Similar parameters are ob-
tained when measuring thin layers grown by molecular
beam epitaxy (MBE) method [77] due to the low pri-
mary beam current density and thus the correspondingly
low sputter rate.

Hydrogen measured as H− in the silicon carbide has
a comparable ion yield as for the two previous materials
(Fig. 1). Because of low hydrogen content in bulk SiC
crystals, the first research on the hydrogen properties
in SiC showed the SIMS measurements results providing
the hydrogen detection limit at the concentration level of
1017 at/cm3 [50]. The use of deuterium implanted epi-
taxial layer to characterize hydrogen diffusion, allowed to
lower this level to 6×1014 at/cm3 [52]. Similarly to ZnO,
the dopant does not exhibit 4 order of magnitude lower
detection limit, as it should be expected from the abun-
dance ratio of both isotopes. This is mainly due to low
primary beam current density used for SIMS measure-
ments needed for the observation of shallow (nanometer
scale) diffusion ranges of deuterium in SiC [51, 52, 56].
SIMS measurements done with the cesium primary beam
with the ion current kept in the range of 200–250 nA
and the sputtered the area of 150 × 150 µm2, allowed
to achieve the detection limit at the concentration level
of 2× 1017 at/cm3 [58].

In summary, SIMS as one of the few measurement
methods capable of the determination of the absolute hy-
drogen content in semiconductors, achieving concentra-
tion detection limit in some materials below 1016 at/cm3.
Moreover, the oxygen beam or a cesium beam at a lower
energy (≤ 5.5 kV) can be used for hydrogen measure-
ment in very thin layers. It allows providing the H depth
profiles with higher depth resolution, without signifi-
cantly losing the detection limit. It shout be noted
that secondary ions yield is proportional to the content
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TABLE I

Isotope RSF’s for hydrogen as measured on CAMECA
IMS 6F, Cs+ (14.5 keV), neg.

H in GaN
in reference
to 69Ga−

H in ZnO
in reference
to 64Zn16

2 O−
2

H in SiC
in reference
to 30Si−2

2× 1020 6× 1020 6× 1020

of a given element. To convert these raw data to absolute
values of concentration so called RSF (Realtive Sensitiv-
ity Factor) shoud be evaluated for all the species/material
pair. Usually this figures can be obtained by measur-
ing standards with known concentration of ion-implanted
semiconductors.

Table I lists the isotope RSF’s for hydrogen as mea-
sured with CAMECA IMS6F using Cs+ primary beam
at the energy of 14.5 keV in GaN, ZnO or SiC.

3. Carbon

Carbon is the building element of all organic com-
pounds. Oxidized as CO2 is also a breathing product of
a large majority of living organisms, as well as the burn-
ing product of organic substances and fossil fuels. Hence,
its universality in the atmosphere, where it mainly occurs
in the form of CO2.

Carbon place in the periodic table (group IV) implies
that in most semiconductors it acts as an amphoteric
dopant, which means that depending on its position in
the crystal lattice it can be either a donor or an acceptor.
This applies to both main growth methods: met-
aloorganic chemical vapor deposition (MOCVD), where
the carbon atoms are component of the precursors used
in the epitaxy process, as well as the MBE method, where
it is a residual gas component as CO2.

3.1. Carbon properties in GaN

Carbon in the best researched III-V semiconductor
GaAs, prefers the substitutional position for the anion
and are used as an intentional acceptor dopant [78].
In one of the first photoluminescence measurements
of GaN:C layers grown by gas phase epitaxy it was shown
that the carbon atom may act as shallow acceptor [79].
The calculated activation energy of the dopant based on
optical measurements was 230 meV. Another theoretical
work concluded, that although the carbon atom prefers
a substitutional site for nitrogen due to comparable sizes,
it creates an acceptor EV + 0.2 eV in nitrogen substitu-
tional site (CN), or donor EC – 0.2 eV in gallium sub-
stitutional site (CGa) [80]. Due to the wide bandgap of
GaN, the formation of electrically active defects compen-
sating the intentional conductivity is particularly strong.
The donor formation energy C+

Ga in the p-type material
is low due to electron transfer from the donor level to the
valence band. The same is valid for the acceptor C−

N in
n-type material (Fig. 4a). The transfer of the electron
from the donor to the acceptor state causes a strong

Fig. 4. Formation energies as a function of Fermi level
for carbon dopant in GaN under Ga-rich and N-rich
conditions, as taken from: (a) ref. [85], (b) ref. [88].
The zero of Fermi level corresponds to the top of the
valence band.

Coulomb attraction, and thus the formation of CN–CGa

pairs. The compensating properties of acceptors result-
ing from carbon doping were shown in high-resistive lay-
ers grown by MOCVD [81], MBE [82], as well as HVPE
method [83]. Comparison of data inferred from the den-
sity functional theory calculations with the results ob-
tained from optical and electrical measurements con-
firmed the incorporation of carbon in the nitrogen site
in GaN:Si n-type samples, leading to partial electrical
compensation of such layers [84]. However, when the con-
centration of carbon exceeds the concentration of silicon,
the carbon atoms was observed to build into both substi-
tutional sites and the GaN becomes semi-insulated. This
is due to the equalization of the formation energy of both
defects. In such material, the additional photolumines-
cence peak at the energy of 3 eV has appeared.

In addition to carbon in substitutional positions and
carbon complexes, also the interstitial position of the
atom was considered by authors of [85, 86]. In the first
paper, as many as 5 interstitial dopant positions were
distinguished: one for the atom in the crystal lattice
channel in the direction of the c axis, and 4, where the
carbon atoms share the substitutional site with the ni-
trogen atom (split-interstitials), having in each configura-
tion a different charge state. Considering the formation
energy of a particular interstitial defect, the carbon in
the channel position is formed at low Fermi level (p-type
material), while one of the split-interstitials defects with
nitrogen C2−

i — at high Fermi level (n-type material).
The previous findings were impaired by the studies

based on hybrid functional calculation (HFC) [87], con-
sidering carbon as a shallow acceptor in GaN. It was
showed that the transition level between neutral and ion-
ized substitutional defect (CO

N/C
−
N) appears at 0.9 eV

above the valence band, which means that carbon act
as a deep acceptor (Fig. 4b). Additionally, such config-
uration explains the long-discussed yellow luminescence
in GaN:C [88]. Measurements using deep level optical
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spectroscopy (DLOS) and deep level transient spec-
troscopy (DLTS) methods [89] confirmed the deep ac-
ceptor level of the CN defect and showed the origin
of yellow luminescence at the energy of 2.2 eV based
on coordinating diagram.

The properties of carbon complexes with particular va-
cancies and dopants such as H, O and Si was given by
Matsubar and Bellotti in a two-part publication [90, 91].
Improvement of epitaxial growth techniques resulted
in efficiency improvement of carbon doping of GaN.
The concentration of dopants at the level of 1020 at/cm3

with 10% activation of acceptors using the CBr4 precur-
sor in the PA-MBE method was reported [92]. However,
for the MOCVD growth method, the literature was fo-
cused on controlling unintentional carbon incorporated
during GaN layer growth, because of carbon-contained
organometallic precursors [93–95].

In conclusion, owing to its amphoteric properties in
III-V semiconductors, carbon is preferably suited for
the compensation of conductivity and thus the produc-
tion of highly resistive crystals. The technology for
the growth of GaN:C semiconducting layers requires
further research.

3.2. Carbon properties in ZnO
In contrast to III-V, in II-VI materials carbon is

no longer a typical dopant, since substituting any of
the atoms of II-VI compound it acts as double donor
(substitution of a cation), or a double acceptor (substi-
tution of anion). In general, it has a strong influence on
the electrical conductivity, especially in materials grown
by MOCVD method carbon is the main component of
the organometallic precursors.

The calculations regarding the position of carbon in
the ZnO crystal lattice showed that it substitutes the oxy-
gen atom, but not as a single atom, but as a constituent
of the diatomic molecules C–O or C–N [96]. According
to the calculations, COO complex forms a deep donor
state, whereas the CNO complex is located in conducting
band. Interestingly, the bond length of these molecules
differs only by a few percents from the bond length of free
C–O or C–N dimers. The C–N dimer exhibits the lower
formation energy but it occurs only in nitrogen doped
samples. Moreover, in the material with low Fermi level,
the formation energy of C–N defect is lower than that of
the substitutional defect NO, what may result in accep-
tor compensation. The results of theoretical calculations
have been confirmed experimentally in ZnO layers grown
by the MOCVD method [97, 98]. The existence of car-
bon in the interstitial position with very high formation
energy exceeding 2 eV and 4 eV in p-type and n-type
material respectively, were also postulated. Appropriate
annealing of unintentional carbon doped layers grown by
MOCVD method allows to obtain a p-type material [99].
It results from the carbon in the zinc substitutional po-
sition CZn, which may create a complex with two inter-
stitial oxygen atoms CZn–Oi forming the acceptors with
the activation energy of 0.057 eV. The same defect with-
out interstitial oxygen act as a donor. Donor defect CZn

exhibits a low formation energy in p-type material, while
the acceptor defect CZn–Oi in the n-type material, has
energy 2 eV lower than CZn defect. The formation energy
of both defects increases upon annealing under the atmo-
sphere with low chemical potential of oxygen (∼ 5 eV for
CZn–Oi and ∼ 2 eV for CZn).

The research on the acceptor dopants in ZnO is con-
nected with the discussion about the source of green
luminescence in the material. In this context, carbon
complexes were postulated basing on calculations using
the HFC method [100]. Carbon in oxygen substitu-
tional position associated with oxygen vacancy or inter-
stitial zinc CO–VO, CO–Zni was proposed as responsi-
ble for the green luminescence. Both defects are formed
the most efficiently during the annealing of ZnO under
the conditions of low oxygen chemical potential. Similar
conclusions were given by authors of [101], confirming
the presence of the CO–Zni defect revealed from electron
spin resonance (ESR) measurements.

The magnetic properties of both ZnO:C layers
[102, 103] as well as in nanocrystals [104] were also found,
showing the magnetic moment amount of 1.35 µB per car-
bon atom, at the Curie temperature higher than room
temperature.

In conclusion, the properties of carbon in ZnO crys-
tals are still poorly understood. The research indicates
that it creates active carriers only in complexes with
other defects. An interesting issue requiring investigation
is its ability to act as a double acceptor in the case of
the effective incorporation into the oxygen site.

3.3. SIMS measurement of carbon

The group IV elements exhibit high electron affinity,
therefore in the SIMS method their ion yield is higher
for negative than positive ions. Carbon has the high-
est electron affinity (1.6 eV) from all elements except
group VI and VII of the Periodic Table. It exhibits also
one of the highest ionization potential (11.3 eV). Hence,
the best detection of carbon in the SIMS method is
achieved when the material is sputtered using a cesium
beam and carbon negative ions or carbon contained ion
clusters are collected. Figures 5 and 6 show the depth
profiles of carbon implanted into GaN or ZnO under three
measurement conditions:

1. O+
2 beam at the energy of 8 keV, positive ions col-

lected, primary beam current at 800 nA, sputtered
area R= 200× 200 µm2,

2. Cs+ beam at the energy of 5.5 keV, positive ions
collected, primary beam current at 200 nA, sput-
tered area R= 200× 200 µm2,

3. Cs+ beam at the energy of 14.5 keV, negative ions
collected, primary beam current at 200 nA, sput-
tered area R= 200× 200 µm2,

The SIMS results show, that for the standard measure-
ment of carbon in GaN as a negative ion C−, the ion yield
is enhanced when the cluster of carbon and nitrogen (as
a matrix element) CN− is detected. Such cluster delivers
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Fig. 5. Depth profiles of carbon implanted into ma-
terials, as measured under 3 different (O2 (+) red,
Cs (+) green, Cs (–) blue) measurement condition:
(a) GaN (D = 1 × 1016 cm−2, E = 350 keV), (b) ZnO
(D = 1 × 1016 cm−2, E = 500 keV). The depth pro-
files of ion signal with the highest ion yield at the same
conditions are marked with the full symbols.

the ion yield two order of magnitude higher than single
carbon atom (Fig. 5a — blue). In case of carbon detec-
tion in ZnO, collecting the cluster of carbon and oxygen
(as a matrix element) gives the opposite effect, because
the CO particle has the ion yield two orders of magnitude
lower than single carbon atom (Fig. 5b — blue).

For the positive secondary ions, the detection of the
cluster does not bring the effect of increasing the ion
yield. For the GaN sputtered using the oxygen beam, C+

ion has higher ion yield than CO+ cluster (Fig. 5a — red),
while for ZnO material both ion yields are comparable
(Fig. 5b — red). For the cesium beam sputtering and
positive ion detection, the ion yields of carbon ions and
carbon clusters are the lowest of the all measurement
conditions, and the detection of single atom ions gives
the best results (Fig. 5a, b — green).

Depth profiles of carbon show, that the best carbon
detection limit for both GaN or ZnO material is obtained
using cesium primary beam and detection the negative
single atom ions C− (Fig. 6a, b — blue). It is worth
noting that in the case of GaN measurement the much
higher ion yield at comparable detection limit is obtained
for previously mentioned CN− ions.

The literature on research on carbon in GaN includes
very few publications on the SIMS measurements. One of
the first paper devoted entirely to the conditions of car-
bon measurement in GaN using this method [105], shows
that the CN− molecule achieves the highest ion yield in
the material. This is due to the high electron affinity of
CN molecule, amounting to 3.82 eV [106]. By measur-
ing the cluster with the 13C carbon isotope, the detec-
tion limit at the level of 3 × 1015 at/cm3 was obtained.
It results in the detection limit of 2 × 1017 at/cm3

considering the abundance of carbon isotopes. One
of the first results of SIMS measurements of GaN:C
presented the carbon depth profiles in semi-insulating
GaN used for fabrication of high-mobility AlGaN/GaN
heterostructures grown by ammonia molecular beam

Fig. 6. Carbon depth profiles in concentration values:
(a) GaN (D = 1 × 1016 cm−2, E = 350 keV), (b) ZnO
(D = 1× 1016 cm−2, E = 500 keV).

epitaxy [82]. In these studies, the measured concentra-
tion of carbon in the GaN layers is within the range
of 5 × 1017–1019 at/cm3. Using the time of flight (ToF)
spectrometer the carbon concentration in intentionally
doped cubic GaN grown by MBE method in the range
of 1018–1020 at/cm3 was determined [92]. Control of
residual carbon concentration in MOCVD grown GaN
made it possible to evaluate detection limit of the ele-
ment to the level of 3 × 1016 at/cm3 [93]. Two times
lower detection limit was achieved by the Evans Analyt-
ical Group (EAG) [107] at the studies of carbon precur-
sors for GaN doping in chemical vapor deposition growth
method. The lowest detection limit of carbon in GaN of
1015 at/cm3 was obtained by [94], but the measurement
conditions were not described. The SIMS measurement
of gallium nitride grown by hydride vapor phase epitaxy
(HVPE) allow receiving the carbon detection limit at
the level of 5 × 1015 at/cm3 [108–110]. Eventually the
highly resistive GaN bulk crystals [83] were obtained.

The very first carbon depth profiles in ZnO were
shown in [97]. The compensation properties of carbon
in ZnO and ZnO:N layers grown by MOCVD method
was studied, providing the depth profiles in the range
of 3 × 104–4 × 105 c/s, what for standard SIMS mea-
surement gives the dopant concentration in the range of
1019–1021 at/cm3. In the undoped layer grown by mag-
netron sputtering, the signal as low as 300 c/s was de-
tected, what results in the detection limit at the level
of 1017 at/cm3. SIMS measurements were also used to
check the possibility of removing carbon from the ZnO:Al
layers by irradiating samples with UV light [111].

In the ZnO layers grown by atomic layer deposition
(ALD) method it is possible to simultaneously monitor
both unintentional hydrogen and carbon. The detec-
tion limits of carbon are comparable whether analysis
is conducted in positive or negative secondary ion mode
(Fig. 6b). Thus, when measuring nanometer thick
ZnO layers, the sufficently low energy primary beam
(≤ 5.5 kV) can be used for positive ion detection. This
allows to perform the depth profiling with higher depth
resolution [69–71].
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Fig. 7. Carbon depth profiles in C-implanted ZnO
bulk, as grown ZnO bulk and as grown ZnO MBE layer.

TABLE II

Isotope RSF’s for carbon as measured on CAMECA IMS
6F, Cs+ (14.5 keV), neg.

C in GaN in reference to
69Ga −

C in ZnO in reference to
64Zn16

2 O−
2

12C − / 1020 12C − / 1021
12C14N − / 1018

There is a lack of information in the literature regard-
ing the detection limit of carbon in ZnO. We have mea-
sured C-implanted zinc oxide crystal with high density Cs
primary beam (I=300 nA, rastered area 50 × 50 µm2)
to establish this parameter. The results are presented
in Fig. 7. For as-implanted sample detection limit at the
level of 4 × 1017 at/cm3 was achieved. The decrease of
carbon signal along the depth result from the vacuum
improvement as more ZnO material is sputtered. Subse-
quent measurement of as grown commercial bulk sample,
confirms further decrease of carbon signal with time of
sputtering. Applying such procedure our ultimate detec-
tion limit of 2×1017 at/cm3 seems to be the lowest amid
any data reported in literature. From Fig. 7 it can be
concluded that residual carbon content in MBE grown
material reveals one order of magnitude higher carbon
concentration relative to bulk.

In conclusion, carbon is an element that is quite ef-
fectively detected in the SIMS measurement. Moreover,
its detectability increases in the nitrogen-contained ma-
terials, due to the high electron affinity of CN molecules.

Table II lists the isotope RSF’s for carbon as mea-
sured with CAMECA IMS6F using Cs+ primary beam
at the energy of 14.5 keV in GaN or ZnO.

4. Nitrogen

Nitrogen is the main (over 78%) air component, there-
fore it has a significant contribution to the contamina-
tion in all crystal growth devices operating in a vac-
uum or at atmospheric pressure. Nitrogen in the atmo-
sphere occurs in N2 diatomic molecules similar to oxy-
gen. On the other hand, unlike C and O elements, it is
the least reactive element because the bonding energy
of triple bond nitrogen atoms is almost 10 eV. Thus,
the amount of energy needed to break the N2 molecule
makes it difficult in incorporating nitrogen in any materi-
als because as a diatomic molecule it is much less mobile
in the crystal lattice. On the other hand, such properties
make the nitrogen doping of semiconductors as SiC or
ZnO ineffective and requiring elevated temperatures to
obtain atomic nitrogen.

4.1. Nitrogen properties in ZnO

The position of nitrogen and oxygen in the Periodic
Table, would suggest that N is the ideal candidate for
an acceptor doping of ZnO. Such possibility indeed was
demonstrated by Kobayashi in 1983 [112]. However, de-
spite many efforts, a stable and high hole concentration
in nitrogen doped ZnO material was not achieved so far.
Even with a dopant concentration as high as 1019 at/cm3

in the layer grown by molecular beam epitaxy, the mate-
rial did not exhibit acceptor conductivity [113]. This was
ascribe to a large amount of carrier compensating defects.
The hole concentration of 9× 1016 cm−3 at the nitrogen
concentration of 1018–1019 at/cm3 in homoepitaxial lay-
ers grown by MBE [114] was achieved. Less known Met-
alorganic Molecular-Beam Epitaxy (MOMBE) method
was used to grow ZnO:N layers with the nitrogen con-
centration of 1020 at/cm3 [115]. Acceptor concentra-
tion of 5× 1016 cm−3 using mercury probe capacitance-
voltage measurement was demonstrated, in spite of a high
hydrogen concentration over 1021 at/cm3. The exceed-
ing of certain nitrogen concentration in the layers grown
by MBE method results in the conversion of p-type
into high-resistive material [116]. A large redshift in
the donor-acceptor pair emission was observed in pho-
toluminescence measurements, which was explained by
a large compensation of NO acceptors by (N2)O donors.
Comparison of the influence of nitrogen sources on
N doping in the plasma assisted molecular beam epi-
taxy (PAMBE) method was given in [117]. With NO as
a nitrogen precursor the electrical activity of doping was
found superior to the N2. Using this precursor for ZnO:N
growth the carrier concentration of 1.25 × 1018 cm−3

was achieved with the mobility of 0.5 cm2/Vs, while
N2 precursor led to the formation of the n-type layer.

The NO precursor was also used for the ZnO:N/Al2O3

layers growth [118], but only in one out of five layers
the acceptor conductance with the carrier concentra-
tion of 2.2 × 1016 cm−3 with equally low hole mobility
of 1.3 cm2/Vs was exhibited. The MBE method was also
used to produce p–n junction with the ZnO:N as p-type
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and GaN as n-type layer [119]. Nitrogen concentration
in ZnO of 1020 at/cm3 allowed to achieve 1017 at/cm3

hole concentration at the mobility of 15 cm2/Vs. Zinc
oxide based p–n junction with nitrogen as acceptor
was also produced by homoepitaxial growth using ALD
method [120]. Hole concentration of 1.5 × 1017 cm−3

at mobility 6.1 cm2/Vs was provided from dopant con-
centration of > 1021 at/cm3. A higher concentration of
acceptors (9×1017 cm−3) was also achieved by N and Al
codopig [121].

The early attempts of ZnO doping with nitrogen us-
ing MOCVD method resulted in the carrier concentra-
tion at a level of 1016 at/cm3 [122]. With the nitro-
gen concentration of 1021 at/cm3, only the compensation
of n-type material was obtained in [123]. Furthermore,
p-type layers with the hole concentration of 1017 cm−3

were achieved by the nitrogen diffusion from the ambient
atmosphere. It was also noticed that the oxygen-rich at-
mosphere during annealing, favors the reduction of com-
pensating donors in the material. The first layers show-
ing the acceptor conductivity grown using the MOCVD
method was reported by the authors of [124]. Total
donor compensation and conversion to the p-type con-
ductivity occurred at 2% nitrogen content, which corre-
sponds to a concentration of 1.7× 1021 at/cm3. Eventu-
ally, the achieving of 3% nitrogen content in the ZnO
layers produced the carrier concentration at the level
of 1016 cm−3. To receive even higher carrier concentra-
tion the post-grown activation annealing at the temper-
ature of 700 ◦C was applied [125]. It allowed to achieve
the hole concentration of 8.3 × 1017 cm−3, however at
very low carrier mobility 4.3 cm2/Vs.

Ion implantation is another non-equlibrium method
employed to incorporate the dopant species. One of the
first reports on this method was nitrogen implantation
into layers grown by magnetron sputtering. Only in the
case of implantation doses above 1015 at/cm2 and sub-
sequent annealing at 600 ◦C, the hole conductivity was
achieved. Using lower implantation doses and subsequent
annealing at the temperatures of 850 ◦C under N2 am-
bient pressure, the carrier concentrations of the range
5×1016–7.3×1017 at/cm3 at the mobility of 2.5–6 cm2/Vs
was demonstrated. Such a result is comparable with
those obtained by the epitaxial growth [126]. Increas-
ing the implantation dose above 1016 at/cm2 leads to the
creation of donor defects so conversion to the p-type ma-
terial is virtually impossible and electron concentrations
reach values > 6×1022 cm−3 [127]. High acceptor concen-
tration was achieved using the implantation at the tem-
peratures in the range of 300–460 ◦C [128]. Nitrogen was
implanted into ZnO layers grown by pulsed-laser deposi-
tion (PLD) method on the sapphire substrate. Implanta-
tion dose of 3×1014–1.2×1015 at/cm2 produced the hole
concentrations in the range of 2.4×1016–5.2×1017 cm−3

with the mobility of 0.7–3.7 cm2/Vs, at the temperatures
of 380 or 460 ◦C.

The highest acceptor concentrations in the ZnO:N
layers were obtained by unordinary growth methods.

The carrier concentrations in the range of 3–6×1018 cm−3

was reached by pulsed laser reactive deposition (PRLD)
method using zinc target in N2O plasma [129]. Unfor-
tunately, the resultant layers exhibited very low carrier
mobility of 0.1–0.4 cm2/Vs. Higher hole concentration
was observed in ZnO layers deposited by ultrasonic spray
pyrolysis (USP) on the silicon substrate [130]. The hole
concentration of 8.6 × 1018 cm−3 at carrier mobility of
24.1 cm2/Vs was reported. A comparable level of ac-
ceptor concentration was obtained by diffusion of nitro-
gen into ZnO layers grown by the magnetron sputter-
ing process [131]. The source of nitrogen was the WN
tungsten nitride layer deposited on the glass substrate
subsequently overgrown by a ZnO layer. Annealing
at the temperatures of 200–600 ◦C caused the nitrogen
diffusion from the nitride layer into the semiconductor.
The hole concentration at the level of 3.7× 1018 cm−3

with the carrier mobility of 1.35 cm2/Vs was showed by
the hall method measurement. Similar doping method
was used in [132], where the ZnO layers were grown
by MOCVD method on the indium nitride (InN) layer.
After annealing at the temperature of 850 ◦C, the pres-
ence of acceptors was confirmed by photoluminescence
method. The magnetron sputtering method was used to
compare the nitrogen incorporation efficiency into ZnO
layer grown on three different substrates: silicon, quartz
or aluminum [133]. Dopant activation was conducted
by the one-hour annealing at the temperature of 500 ◦C.
The hole concentration of 2 × 1017 cm−3 was achieved,
at the carrier mobility of ∼ 58 cm2/Vs for the mate-
rial grown on the silicon substrate. Moreover, the p-type
conductivity remained stable for a long time only for
the post-grown activated samples. Sol-gel spin coat-
ing method was also used for producing the ZnO:N
layer [134]. The hole concentration of 1018 cm−3,
as well as carrier mobility of 1.3 cm2/Vs were comparable
with the parameters of samples obtained by the previous
method.

Innovative method for achieving the p-type ZnO:N
layer was proposed by the authors of [135]. The oxidation
of Zn3N2 compound grown by plasma-enhanced chemical
vapor deposition at the temperature of 700 ◦C produced
the zinc oxide layer with the nitrogen and hole concen-
tration of 1021 at/cm3 and 4.2×1017 cm−3, respectively.
Similar results were obtained by oxidation of Zn3N2 lay-
ers grown by magnetron sputtering process [136, 137]
producing the nitrogen concentration of 4× 1019 at/cm3

at the hole concentration of 1017 cm−3 and carrier mo-
bility of 10 cm2/Vs. However, the highest hole concen-
tration of nitrogen acceptors in ZnO was achieved by
oxidation of ZnTe:N layers grown by MBE method on
GaAs substrate [138]. The hole concentration amount
to 2.2 × 1019 cm−3 at the carrier mobility 11 cm2/Vs.
The oxidation of homoepitaxially grown ZnTe:N layer
brought the hole concentration two order of magnitude
lower. Very interesting research was conducted by au-
thors of [139], which have received the p-type layers
(2.7× 1016 cm−3) by oxidizing of ZnON layers grown by
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plasma enhanced chemical vapor deposition (PE-CVD)
method. Keeping samples in darkness leads to maintain-
ing the acceptor concentration at a constant level for a
long period (the results for 15 months was presented in
the paper). Samples exposition to electromagnetic radi-
ation of energy 2.72 eV (λ = 456 nm, blue light) led to
electron conductivity, whereas irradiation at lower energy
led only to decreasing of acceptor concentration. The cut
off the samples from the light resulted in the relaxation
process and restoration of acceptor conductivity.

One of the main obstacles in obtaining a stable and
high acceptor concentration using the nitrogen as a
dopant in ZnO is the carrier compensation by point de-
fects. The possible causes of compensation were pointed
in the first theoretical work on nitrogen doped ZnO [140].
At the low nitrogen concentration the oxygen vacancy
VO, while at high nitrogen concentration the Zn antisite
ZnO as the main compensating defects were suggested.
Moreover, when doping takes place using active nitrogen
plasma, the predominant compensation defect is the ni-
trogen molecule at the oxygen site (N2)O and the NO–N2

complex. The comparison of doping using N2, N2O, NO
or NO2 as precursors was described in [141]. Accord-
ing to these calculations, NO and NO2 molecules exhibit
the highest efficiency of incorporation into ZnO crystal.
The problems in ZnO p-type doping by IA or V group el-
ements were discussed in [142]. The authors stated that:
(i) the formation of the AX centers is not the reason for
p-type doping hampering in ZnO, except for P and As,
(ii) N has the smallest ionization energy, but only a small
percentage of the N dopant remains ionized in the crys-
tal, iii) N is the best elemental dopant source for p-type
ZnO as it does not form the NZn antisite, while the AX
center related to nitrogen is is thought to be metastable.

Calculations from the first principles were brought fur-
ther tips on the possibility of ZnO nitrogen doping [143].
The high formation enthalpy of NO defect at the molec-
ular nitrogen N2 doping was shown. On the other hand,
the use of a NO molecule leads to enthalpy decreasing,
resulting in locally unstable N-Zn bond and varying over
time by either attracting a second nitrogen atom and
forming a donor defect (N2)O or diffusion in the crys-
tal lattice and leaving an oxygen vacancy VO, also be-
ing a donor. Ga codoping as substitutional nitrogen NO

stabilizing was also proposed. The first principles calcu-
lation was also used [144], to propose a model indicat-
ing 1016 cm−3 as the highest NO acceptor concentration
at equilibrium conditions owing to the balance between
the O and Zn chemical potentials. In the case of doping
under a high zinc chemical potential, the high concentra-
tion of nitrogen located on NO site was observed, while
under the high oxygen chemical potential a low concen-
tration of compensating donors was demonstrated. Ap-
propriate non-equilibrium conditions balancing both po-
tentials should lead to acceptor concentration at the level
of 1017–1019 cm−3. A radical change in the description of
the nitrogen properties as an acceptor in ZnO was shown
by the authors of [145]. Based on calculations using

a density functional theory containing hybrid functionals,
the level of transition (0/−) of nitrogen in ZnO, which de-
termines the ionization energy level of the acceptor, was
calculated as 1.3 eV above the valence band. The dopant
exhibits the formation energy of 2.2 eV decreasing with
the Fermi level increase. The deep state of the NO accep-
tor in zinc oxide was also confirmed by the subsequent
calculations included in the work [146]. Local density
approximation with Hubbard U-corrections (LDA+U)
method was used to confirm the deep state of N2 molecule
on oxygen site (N2)O. The N2 molecule on zinc site
(N2)Zn as shallow acceptor dopant was proposed. The
results were compared with the electron paramagnetic
resonance (EPR) measurement [147].

In conclusion, research on the nitrogen doping of zinc
oxide has not resulted in production of high quality p-n
junction. The first experimental results showed the pos-
sibility of creating p-type layers but with low carrier con-
centration, while later theoretical results suggest that
nitrogen is a deep acceptor in ZnO.

4.2. Nitrogen properties in SiC

In the crystal lattice of group IV semiconductors (i.e.,
Si or Ge) the atom is bonded with 4 neighboring atoms in
the tetrahedral structure. Thus, it is evident that for this
kind of semiconductor, the donor dopants are the group V
elements, which have a free valence electron after filling
the entire tetrahedral bond. The same applies to silicon
carbide SiC, a semiconductor contained two group IV ele-
ments, for which the natural donor is nitrogen. The first
studies on the nitrogen site in SiC crystal lattice [148]
using the electron spin resonance (ESR) showed, that it
substitutes carbon in three non-equivalent places in the
lattice (h, k1 and k2) with an equal probability for each
site. Subsequently, the nitrogen diffusion coefficients in
SiC in the temperature range of 2000–2700 ◦C were de-
termined [149] with the activation energy of the range
7.6–9.35 eV and pre-exponential factor DO of the range
4.6–8.7×104 cm2/s. Highly polarized absorption bands in
visible and near infrared light in strongly nitrogen-doped
silicon carbide of 4H, 6H, 8H or 15R polytypes were ob-
served by Biedermann [150]. They were interpreted as
a direct transitions from the lowest state below the con-
duction band to higher states in the conduction band.
The measurement of 27R, 33R and 21R polytypes was
conducted by Dubrovskii [151]. The dependence of nitro-
gen dopant energy levels on the atom position in crystal
lattice based on photoluminescence measurements was
shown by Ikeda [152]. It was evidenced that the level
connected with the hexagonal site has lower ionization
energy than the level associated with the cubic site.

Nitrogen donor ionization energy in 6H-SiC crystals for
the hexagonal configuration h and for cubic configuration
k1 and k2 were calculated by Hall effect measurement
and amounted 85.5 meV and 125 meV respectively [153].
The Hall effect measurement for 4H-SiC polytype was
provided by the same authors in [154] exhibiting two
equivalent positions h and k of the nitrogen atom with
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the ionization energy of 52.1 meV and 91.8 meV, respec-
tively. Two lattice sites of nitrogen NC as a donor in SiC
were also found in 3C polytype [155].

In parallel to the research aimed at determining the
activation energy of nitrogen, the solubility parameters
of nitrogen in SiC were addressed as well. The very first
result was published by Lilov [156]. In the crystals grown
from vapor phase by the sublimation method in a temper-
ature interval 1900–2200 ◦C, the nitrogen concentration
of > 1019 at/cm3 was reported. The NC defect forma-
tion energy of −1.41 eV (32.6 kcal/mol) was determined
from the Arrhenius plot. Negative energy means that
the nitrogen solubility decreases with increasing temper-
ature. The exponential dependence of nitrogen concen-
tration on the N2 partial pressure in the growth cham-
ber was also revealed. The negative formation energy
of nitrogen in SiC lattice was confirmed in [157], where
the properties of nitrogen doped (1019–4× 1020 at/cm3)
SiC grown by physical vapor transport (PVT) method
were described. The concentration of nitrogen in this
method increased accordingly to the square root of N2

spartial pressure. Impurity incorporation kinetics dur-
ing modified-Lely method growth of nitrogen doped SiC
(1–8 × 1019 at/cm3) was discussed in [158]. N2 partial
pressure dependent concentration described by Langmuir
isotherm was confirmed, with dynamics higher for 6H
than for 4H polytype. In addition, the incorporation
efficiency was found higher in the C-side direction of
crystal growth. The difference in the nitrogen concen-
tration depending on the growth direction was also pre-
dicted by theoretical calculations [159]. In subsequent
studies, a strong dependence of the nitrogen incorpora-
tion on the chemical potential was also demonstrated.
The donor concentration increase with the increasing of
Si chemical potential (Si/C ratio) was shown by the au-
thors of [160, 161]. The site-competition epitaxy mecha-
nism where the nitrogen and carbon atoms compete for
a site in the carbon sublattice were proposed. The same
is valid for higher nitrogen concentrations [162, 163].
The difference may arise from the fact that the calcu-
lations were performed for the temperatures of 2000 ◦C
and higher. Moreover, the saturation of nitrogen electri-
cal activity was demonstrated for NC position. It forms
complexes with the vacancies over the N concentration
of ∼ 3 × 1019 at/cm3 at high carbon chemical potential
and over the N concentration of 1020 at/cm3 for the high
silicon chemical potential. According to the results pre-
sented in this work, the solubility increases at the tem-
peratures in the range of 2000–2500 ◦C, which contradics
earlier reports.

For nitrogen doping of silicon carbide two methods are
most commonly used: implantation and chemical vapor
deposition (CVD). The first report on N implanted SiC
was published by Addamiano et. al. [164]. SiC sam-
ples were implanted with N, B or Al at the energy of
60 keV to the dose of 7.5 × 1012–2.5 × 1017 at/cm2 and
subsequently activated at temperatures of 800–1400 ◦C.
In further studies the nitrogen implanted silicon carbide

with the wide range of the energies and doses was used
for the formation of p–n junction [165, 166], determina-
tion of diffusion coefficients [167, 168], the electric acti-
vation of nitrogen [169–173] and the dopant energy levels
in the band gap [174].

The first attempts of epitaxial growth of SiC lay-
ers were carried out by Campbel [175] using thermal
reduction technique (TRT), whereas the first epitaxial
growth of SiC layer from the gas phase was described
Minagawa [176]. The CVD method consolidated its posi-
tion as a high-tech technology method for the production
of SiC epitaxial layers, allowing the doping the semi-
conductor in a controlled manner [177–179]. Similarly
to the implantation method the CVD epitaxial layers
allowed to determine the electrical properties of nitro-
gen dopant [180, 181], donor energy level in the band
gap [182, 183] or the Hall scattering factor [184].

SIMS method was widely used for characterization of
SiC bulk crystals [185, 186]. The influence of nitrogen on
growth stability of 4H-SiC polytype was given in [187].
At the concentration of 1019 at/cm3 the homogeneity
of the polytype in the crystal was estimated to 95%.
With lower amount of nitrogen in 6H and 15R polytype
inclusions were identified.

In conclusion, the technology of nitrogen doping of
silicon carbide is fairly well established in the semicon-
ductor industry (especially for the production of high-
power devices) with adequate control of dopant electrical
activity [188].

4.3. SIMS measurement of nitrogen

It seems that nitrogen is one of the most challenging
element to be measured by a SIMS technique. This is
mainly due to its high ionization potential ∼ 14.5 eV
(very low N+ ion yield), one of the lowest value of elec-
tron affinity ∼ 0.073 eV (very low N− ion yield) and
high negative enthalpy of formation of N2. Nevertheless,
the concentration of nitrogen in semiconductors can be
measured with very low detection limit, by taking ad-
vantage of its high affinity to form cluster with elements
such a C, O or Si.

Figures 8 and 9 show the depth profiles of nitrogen im-
planted into ZnO or SiC under three measurement con-
ditions:

1. O+
2 beam at the energy of 8 keV, positive ions col-

lected, primary beam current at 800 nA, sputtered
area R = 200× 200 µm2,

2. Cs+ beam at the energy of 5.5 keV, positive ions
collected, primary beam current at 200 nA, sput-
tered area R = 200× 200 µm2,

3. Cs+ beam at the energy of 14.5 keV, negative ions
collected, primary beam current at 200 nA, sput-
tered area R = 200× 200 µm2,

It is worth noting that both plots contain only one
depth profile of atomic nitrogen each and they correspond
to the conditions when the material is sputtered using
the oxygen beam. Oxygen rich conditions are favorable
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Fig. 8. Depth profiles of nitrogen implanted into ZnO
or SiC materials, as measured under 3 different mea-
surement condition (O2 (+) red, Cs (+) green, Cs (–)
blue): (a) ZnO (D = 8.6 × 1015 cm−2, E = 500 keV),
(b) SiC (D = 2× 1016 cm−2, E = 100 keV). The depth
profiles of ion signals with the highest ion yield at the
same conditions are marked with the full symbols.

for the high ion yield of atomic nitrogen. This is due to
the high electron affinity of oxygen and positive entalpy of
NO molecule. Oxygen enhancement occurs as a result of
nitrogen-oxygen bonds in an oxygen rich zone. As bonds
are broken in the ion emission process, the oxygen be-
comes negatively charged because its high electron affin-
ity favors electron capture leaving the nitrogen atom pos-
itively charged. For the same reason, the oxygen beam is
used to measure electropositive elements, enabling their
high ionization yield. Measurement of atomic nitrogen in
SiC encounters yet another difficulty, namely overlapping
signals, because the nitrogen signal 14N+ (M/q=14.003)
is overlapped by the 28Si2+ (M/q=13.9865) signal. For
this reason, the measurement of atomic nitrogen in SiC
requires sufficient mass resolution (R > 700).

The bombardment with cesium beam does not allow
effective measurement of atomic nitrogen both for the de-
tection of negative as well as positive ions. In both cases
the nitrogen concentration in the material < 1021 at/cm3

results in atomic nitrogen ion signal placed below the
background level. The relatively lower electron affinity
of cesium atom compared to oxygen, does not lead to
electron capture from nitrogen atom and high enough
N+ ion yield. In such cases, clusters containing nitrogen
atom are used to nitrogen detection. For ZnO material
N–O or N–Cs, while for SiC material N–C, N–Si or N–Cs
are collected (Fig. 8a, b). The N–C molecule exhibits
a high ∼ 4 eV electron affinity, as mentioned in the car-
bon section, while for the N–O molecule, this parameter
is several times lower (electron affinity in the range of
0.02 – 0.8 eV was reported [189–191]). In the case of NO
molecule, high ion yield can be related to the high elec-
tron affinity to atomic oxygen and high reactivity of both
elements.

A significant ion yield was found also for clusters of the
measured element with the primary beam Cs atom. This
is because of the low ionization potential of the cesium
atom. Therefore the measurement of MCs+ cluster is
often used in the SIMS method. This method can not be

Fig. 9. Nitrogen depth profiles in concentration scale:
(a) ZnO (D = 8.6× 1015 cm−2, E = 500 keV), (b) SiC
(D = 2× 1016 cm−2, E = 100 keV).

used in the case of ZnO measurement where the signal of
NCs cluster mass 147 is overlapped by Zn2O cluster with
comparable high ion signal (Fig. 8a — green triangles).

More mass overlapping issues occur during the
nitrogen measurement in SiC. Detection of N–C
(M/q = 26 amu) cluster is permanently associated with
an impassable detection limit resulting from the signal of
molecule 13C2 (M/q = 26 amu). To overcome the 13C2

background, the isotope cluster N–13C (M/q = 27 amu)
is taken for the measurement of nitrogen species but it
downgrades the SIMS signal. In addition, such trick
is ineffective in Al (M/q = 27 amu) doped mate-
rial [192]. Similar detection limit occurs during the N–Si
(M/q=42 amu) measurement, which for silicon carbide
would have the same M/q value as the molecule Si2−3 .
Similar to the previous issue, again the isotope cluster
N–30Si (Fig. 8b — blue rectangular) is taking into ac-
count, but interference may appear with O–Si cluster
when analyzing materials containing high oxygen con-
centration.

The depth profiles in the absolute scale show, that de-
spite low nitrogen ion yield, the detection limit can be
comparable to other elements when N-contained clusters
are detected. That’s why for measuring nitrogen simul-
taneously with the electropositive elements in ZnO using
an oxygen beam, the NO+ cluster is preferred. However,
in the case of SiC material atomic nitrogen N+ is chosen.

At the high nitrogen concentration in ZnO similar de-
tection limit is achieved using the cesium primary beam
and NCs+ ions detection [75, 193–197]. These condi-
tions are effective for thin film measurement with low
primary beam energy and heavy primary beam ions as-
suring better depth resolution. The detection limit below
1018 at/cm3 is possible to obtain. For the best detection
limit of nitrogen the cesium primary beam is used and
cluster NO− [ 119, 137, 138] for ZnO as well as N13C− or
N30Si− for SiC [185, 198–200] are detected. In the case
of nitrogen in silicon carbide, two equivalent molecules
in terms of ion yield (Fig. 8b — blue) and the detection
limit (Fig. 9b — blue) are available. It allows to choose
the proper one depending on Al doping condition or O
impurity in the material.



930 R. Jakieła

TABLE III

Isotope RSF’s for nitrogen as measured on CAMECA
IMS 6F, Cs+ (14.5 keV), neg.

N in ZnO in reference to
64Zn16

2 O−
2

N in SiC in reference to
30Si−2

12C16O − / 1.5× 1021 14N13C − / 5× 1021

14N30Si − / 2× 1021

Concentration depth profiles of nitrogen measured by
the SIMS method was rarely quoted in the literature,
compared to the number of papers devoted to N in both
ZnO as well as SiC. One of the first SIMS result for the ni-
trogen measurement in ZnO was achieved using the NCs+
cluster [113]. In subsequent reports the SIMS measure-
ment conditions were not given but certainly the NO−

cluster was used for nitrogen detection with reasonable
detection limit (1017 at/cm3) [114, 123, 201]. In case
nitrogen detection in SiC by SIMS method, the litera-
ture is similarly poor as for ZnO. Nevertheless, the SIMS
measurement using N–13C cluster was described in detail
in [202]. By using high primary cesium beam current of
300 nA, rastered over the area 50 × 50 µm2, the record
detection limit of 2× 1015 at/cm3 was achieved. The de-
pendence of primary beam current density on nitrogen
detection limit based on N–13C measurement was then
characterized by the authors of [203].

In conclusion, nitrogen, despite the high ionization po-
tential and low electron affinity, has one of the best detec-
tion limit for the atmospheric elements in semiconductors
as measured by the SIMS method. This is a consequence
of its strong bonds with the matrix elements such as O or
Si and using the N–O and N–Si molecules as a detected
species.

Table III lists the isotope RSF’s for nitrogen as mea-
sured with CAMECA IMS6F using Cs+ primary beam
at the energy of 14.5 keV in ZnO or SiC.

5. Oxygen

Oxygen is the second abundant atmospheric element
and constitutes over 20% of the Earth’s atmosphere, and
∼ 46% of the Earth’s crust. It is also the most re-
active element present in the atmosphere, easily form-
ing chemical compounds with the majority of elements.
The high oxygen reactivity is due to its electron config-
uration. The two unpaired electrons of the O2 molecule
make it highly susceptible to bond formation.

Oxygen occurs in two allotropic forms (oxygen — O2

and ozone — O3), both are excellent oxidants. Usually,
oxygen is present in the oxidation state −2 in the O2−

form, but it can also form other ions, e.g., O2−
2 or O−

2 .
For various possible oxidation states, many molecular
compounds can be formed.

In material engineering, oxygen is an issue mainly in
III-V semiconductors, where in most cases act as a donor.
A high oxygen content occurs in semiconductors contain-
ing elements very easily reacting with oxygen, i.e., Al in
AlGaN and AlGaAs or Mn in MnGaAs and MnGaN.

5.1. Oxygen properties in GaN

Similarly to nitrogen in ZnO, oxygen in GaN very eas-
ily substitutes the nitrogen site creating donor state ON

being responsible for n-type conductivity in an undoped
material. The first report on the growth of GaN crys-
tals stated that the defects are responsible for the high
electron conductivity of the material, mainly the nitro-
gen vacancy VN. This hypothesis has been questioned by
Seifert [204], pointing out the role of oxygen contamina-
tion. By removing oxygen from ammonia used for crystal
epitaxy and using of Mg3N2, significant reduction of elec-
tron concentration in GaN crystals was achieved. More
comprehensive research on the oxygen in the GaN layers
grown by the MOCVD method was performed by Chung
and Gershenzon [205]. The increase of carrier concentra-
tion along with an increase of oxygen concentration was
observed and the energy level of ON donor amounting to
78 meV was determined by means of luminescence mea-
surements. In the oxygen implanted GaN the ionization
energy (∼ 29 meV) of oxygen dopant was derived from
electrical measurements [206]. From the redistribution of
oxygen implanted into GaN, the upper limit of the oxy-
gen diffusion coefficient at the level of 2.7× 10−13 cm2/s
at the temperature of 1125 ◦C was found. Low diffusion
coefficient of oxygen was confirmed in SiO2/GaN sam-
ples [207]. The shallow donor state of oxygen dopant
was suggested using the first principles calculation by
authors of [208]. The formation energy of donor defect
O+

N is more than 2.5 eV lower than nitrogen vacancy V+
N,

regardless of the Fermi level position in the band-gap.
The same effect was observed in the AlN crystal. Sim-
ilar results were obtained by Van de Walle [209]. Due
to the high formation energy of nitrogen vacancy VN,
the defect is not formed during crystal growth, but only
when its creation is forced by, for e.g., the ion implan-
tation. At the same time, the low formation energy of
substitutional oxygen ON and its high solubility in GaN
was confirmed. Activation energy of 27 meV was also
determined on the basis of electrical measurements by
the authors of [210], but formation energy of ON de-
fect (1.3 eV) was lower relative to previous theoretical
calculations [208]. Several techniques were employed to
study the properties of oxygen in GaN including infrared
absorption [211] or photoluminescence [212]. Authors
of [213–217] showed, that shallow oxygen donor state
exists in AlxGa1−xN only for low Al content. For con-
tents of x > 0.4, the ON defect becomes a localized deep
donor state, so-called DX center. Comprehensive calcu-
lations on the formation energy of oxygen-related defect
in GaN using the density-functional theory, under var-
ious thermodynamic (high chemical potential N or Ga)
and electrical conditions (Fermi level) were performed by
Wright [218]. The donor state of ON was confirmed and
the double acceptor state of interstitial oxygen OI as well
as the triple acceptor state of oxygen on gallium site OGa

was demonstrated (Fig. 10). For the high Fermi level and
Ga-rich conditions the formation energy of all 3 defects
are similar. For N-rich conditions, the formation energy
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Fig. 10. Formation energies as a function of Fermi level
for oxygen dopant in GaN under Ga-rich and N-rich
conditions, as taken from ref. [218]. The zero of Fermi
level corresponds to the top of the valence band.

of acceptor defects OI and OGa is 2eV lower than that
of donor defect ON. In the n-type material at the high
oxygen concentration, this may lead to compensation of
the electron conductivity. For the Fermi level close to
valence band OI and OGa defects have high formation
energy exceeding 4 and 7 eV respectively. As a conse-
quence, in GaN material, there is a small population of
OGa defects with respect to oxygen interstitials OI and
gallium vacancy VGa. The author also drew attention to
SiGa donor and MgGa acceptor in complex with oxygen.
In magnesium doped material the ON is the dominant
donor defect that can compensate the hole conductivity.
Moreover, the complex MgGa-ON may exist in two config-
urations both with high dissociation energy making them
possible to persist even at room temperature. The for-
mation of such oxygen complexes was also confirmed by
previous experimental results [25].

The oxygen concentration in GaN depends on the
conditions of material growth [25]. MBE or MOCVD
growth technology allows to obtain clean enough sam-
ples with oxygen concentration below the detection limit
of the SIMS method (< 1016 at/cm3). Equally low oxy-
gen concentration is observed in crystals grown by halide
vapor phase epitaxy (HVPE) [110, 219].

Bulk crystals growth methods such as high-pressure
method [220], ammonothermal method [221] or increas-
ingly popular Na-flux method, all suffer from insufficient
crystal purity in terms of oxygen content [222, 223].
The best purity in this respect was found in Na-flux
method where the oxygen concentration has been re-
duced to a level of ∼ 3 × 1016 at/cm3. In the am-
monothermal and high-pressure methods, these values
exceed 1018 at/cm3 and 1019 at/cm3, respectively.

The first calculations based on the density functional
theory showed [224], that oxygen is adsorbed more effi-
ciently on the nitrogen side, whereby the crystal growth
in the (000-1) direction produce a higher impurity con-
centration in the GaN layer. These results have been
confirmed for both the MOCVD [225–228], as well as
MBE [229] method. Higher oxygen concentration is
also observed in crystal grown in non-polar and semi-
polar directions [230, 231]. The SIMS method was
used to show [232] that in AlGaN layers more oxy-
gen atoms incorporate into crystal under N-rich than
Ga-rich conditions. In the crystal grown by MBE
method the oxygen concentration decreases with increas-
ing growth temperature what was confirmed in subse-
quent research [233, 234]. The specific oxygen content in
GaN material is observable in the absorption or cathodo-
and photo-luminescence measurements, as well as by in-
fluence on the GaN thermal conductivity [235]. Anneal-
ing of the GaN:Mg layer under O-rich ambient atmo-
sphere at the elevates temperatures efficiently reduces hy-
drogen in GaN material, causing the depassivation of Mg
dopants and thus improving hole conductivity [236, 237].
At higher temperatures oxygen from the ambient atmo-
sphere diffuse into the material and create compensat-
ing donors. Diffusion and incorporation of oxygen into
the GaN layer occurs when the material growth is car-
ried out on the oxygen contaminated substrate surface
or substrate containing chemically unbounded oxygen
atoms [238]. Unbound oxygen can diffuse into the de-
fective material near the GaN/Al2O3 interface, changing
its electrical properties [239]. However, the oxygen re-
distribution in O implanted GaN is not observed up to
the temperature of 1200 ◦C [238, 240]. Subsequent stud-
ies have shown that due to the high activation energy of
oxygen diffusion in GaN ∼ 3.9 eV, the incorporated oxy-
gen atoms exhibits low mobility even at the temperatures
close to the melting point of the material [241]. The im-
plantation dose dependence may be of great importance
for the position in the lattice as well as for oxygen mobil-
ity as demonstrated by Near Edge X-ray Absorption Fine
Structure (NEXAFS) method [242]. For the low doses,
∼ 1015 at/cm2 the oxygen atoms locate in the interstitial
positions. When doses exceed ∼ 1016 at/cm2 the oxy-
gen atoms begin to occupy the nitrogen sites (ON defect)
and becoming less mobile. At the dose of ∼ 1017 at/cm2

the GaOxNy phases are created.

Describing the defects induced by oxygen in the GaN
lattice crystal, extended defects should be taken into
account. The most popular substrate for GaN crystal
growth is sapphire (Al2O3), with a 13% lattice mismatch
to the GaN lattice which leads to the formation of a large
amount of dislocation (∼ 109 cm−2). In the screw dis-
locations at a relaxed surface (10-10), the formation en-
ergy of ON defect is lower than at the stressed one [243].
It produces the oxygen segregation on the inner surface of
the screw dislocation with possible attraction of gallium
vacancy VGa to form the complex defect VGa–(ON)3.
According to the authors’ calculations, such a surface
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defect is more stable by 2.2 eV than a similar bulk de-
fect. Oxygen segregation at such defect reaches the max-
imum concentration at the crystal surface, producing ad-
ditional defect states in the band [244]. A combination
of electron energy loss spectroscopy and atomic resolu-
tion imaging in the scanning transmission electron mi-
croscopy was used to show that the surface of disloca-
tion possess up to 2 monolayers of nitrogen substituted
by oxygen [245].

The high oxygen reactivity influeces various proper-
ties of semiconducting materials. One example is behav-
ior of Mn and Fe in diluted magnetic semiconductors.
The growth of such materials even using low residual gas
methods as MOCVD or MBE can lead to excess oxygen
incorporation in the Fe [246] or Mn [247] containing lay-
ers. The residual oxygen may produce the subsurface Mn
depletion in the (Ga, Mn)N exposed to the ambient [248].
Most likely the segregation proceeds through surface re-
action of both elements causing the outdiffusion of Mn
from the subsurface layer of the material.

In summary, most studies point to the undesirable ef-
fects caused by the presence of oxygen in gallium ni-
tride, such as generation of donor carriers, passivation
of acceptor dopants or incorporation into extended crys-
tal defects. Thus, the exact knowledge of oxygen ther-
modynamic parameters in GaN will allow for such con-
trol of technological processes to avoid undesirable effects
associated with the impurity.

5.2. Oxygen properties in SiC

In contrast to gallium nitride, undoped silicon carbide
grown by various method contains so low oxygen con-
tent that its concentration level can hardly be measured
by any available method. This is due to the very low
oxygen solubility in SiC < 1015 at/cm3 at the growth
temperatures of this material 1000–1500OC [249]. Cal-
culations from first principles indicate two different ac-
tivation energies for the diffusion of interstitial oxygen
in cubic SiC (0.7 or 2.5 eV) depending on whether the
oxygen diffuses bonded to one C and two Si atoms, or
two Si and one C atoms. The low diffusion coefficient
of long-range diffusion is a consequence of high activa-
tion energy associated with one of the interstitial oxy-
gen positions. While oxygen does not create point de-
fects, it often plays a key role to form extended defects.
The influence of oxygen on the formation of bubbles on
the SiC/Si interface during the SiC on Si growth by car-
bonization was described in [250]. The defect concentra-
tion is proportional to the oxygen content in silicon over
the range of 7 orders of magnitude. A lot of the litera-
ture is also devoted to the oxidation of silicon carbide for
production SOI (semiconductor-on-insulator) structures
currently used in silicon based electronics. The first ex-
perimental results regarding SiC oxidation was published
in the 1950s [251–253]. On the base of these studies,
the oxidation rates of Si and SiC were compared [254].
The differences in the oxidation of the Si- and C- side
of the material were shown in subsequent experimental

work [255, 256]. The oxidation process of the C-side
occurs with two different activation energies depending
on the temperature: 1.24 eV below the temperature of
1350 ◦C and 2.7 eV beyond. Such a dependence was not
observed in the Si-side oxidation, where the activation
energy was in the range of 2.3–3.1 eV. The authors claim
that below the temperature of 1300 ◦C the oxidation pro-
cess is dominated by molecular oxygen, while above this
temperature the diffusion of ionized atomic oxygen made
a significant contribution. A possible explanation for the
difference in the oxidation rate is the different population
of defects on the Si- or C-side [257]. Different stability
of the Si4C4−xO2 (x ≤ 2) phase forming on the inter-
face was indicated in [258]. Dependence of the doping
type on oxidation rate of both crystal sides was demon-
strated in [259]. For the n-type Si-side the activation
energy of oxidation was 0.8 eV lower than for the p-type.
The authors also refer to the broad literature of electri-
cal measurements of the SiO2/SiC system. An interest-
ing oxidation effect at the temperature of 1050 ◦C was
outlined in [260]. Sample cooling under the atmosphere
free of oxygen produced the conversion from the silicon
surface to the carbon surface. The oxygen presence dur-
ing cooling led to the loss of the carbon layer and re-
turn to the original surface configuration. Such behavior
of the SiC surface was confirmed by the phase diagram
presented in [261]. The increase of oxygen overpressure
at the constant oxidation temperature, results in phase
transitions of the material surface between the three ar-
eas: (i) the lowest oxygen pressure — the surface con-
tains Si (g), CO(g) and C(s), (ii) moderate oxygen pres-
sure — the surface contains SiO(g) and CO(g), and (iii)
the high oxygen pressure — the surface contains SiO2(s)
and CO(g). A detailed description of the oxide growth
on the SiC crystal surface was presented by the authors
of [262]. The SiO2 thickness was measured by means of
ellipsometry during the surface oxidation at the temper-
ature of 1100 ◦C and under the pressure in the range of
0.02–1 atm. At the low pressure, the growth rate of the
initial oxide is very high and decreases until the SiO2

thickness reaches 7 nm. Then the growth rate is stabi-
lized at a higher level depending on the oxygen partial
pressure.

An alternative method to fabricate an oxidized insulat-
ing layer is the oxygen implantation into SiC [263, 264].
Subsequent research showed [265, 266], that at the oxy-
gen energy of 180 keV, the amorphous layer is formed
only when the dose exceeds 4 × 1017 at/cm2. It con-
firms a high resistance of the SiC material to radiation
damage. The oxidation of the layer grown by MOCVD
and the CH+

n implanted silicon substrate was compared
in [267]. Below oxygen content equal to 15% at the sili-
con oxide compound was not observed. Above this value
a rapid separation of the 2p silicon orbital was identified
and the presence of oxygen compounds was accompanied
by free carbon atoms.

The oxide layer may also be produced deep beneath
the material surface by large radiation damage caused,
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e.g., by hydrogen implantation and annealing. Such ef-
fect was reported in [58, 63]. The oxygen most likely pen-
etrates from the ambient atmosphere by migrating from
the sample edges along the heavily damaged and partially
porous zone produced by hydrogen implantation.

5.3. SIMS measurement of oxygen

Oxygen, like other atmospheric elements, exhibits
electronegative properties with large electron affinity
(∼ 1.5 eV) and very high ionization energy (> 13.6 eV).
For this reason, in all materials measured by SIMS
method, the highest ion yield of atomic oxygen is ob-
tained with cesium primary beam and negative ion de-
tection. Unlike the previously described elements, for ob-
vious reasons, SIMS measurements of oxygen implanted
GaN or SiC can only be accomplished the cesium beam,
applying two configurations:

1. Cs+ beam at the energy of 5.5 keV, positive ions
collected, primary beam current at 200 nA, sput-
tered area R = 200× 200 µm2,

2. Cs+ beam at the energy of 14.5 keV, negative ions
collected, primary beam current at 200 nA, sput-
tered area R = 200× 200 µm2,

Depth profiles of oxygen implanted into both GaN and
SiC show differences in the ion yield of negative O− and
positive O+ ion. For the GaN and SiC the difference
is 4 and 7 order of magnitude, respectively (Fig. 11).
Relatively high SIMS signals can be observed for cluster
ions of O–N in GaN or O–Si in SiC, both for negative
as well as positive secondary ions. However, the O–Si
(M/q =44 amu) cluster is accompanied by the impass-
able background from overlapping by Si2−3 molecule
(42 ≤M/q ≤ 45 amu).

It is also worth noting that the oxygen adsorption from
residual gases on the SiC surface is much higher than on
GaN surface under the same measurement conditions.
It results in a 10 times higher background signal for sili-
con carbide (compare Fig. 11a, b — blue)

High enough OCs+ cluster signal allows to use them as
a standardless calibration of oxygen content in GaN [268].
This is because of comparable OCs+ and NCs+ ion yield
in gallium nitride.

So far the standard SIMS analysis allows reach-
ing the oxygen detection limit at the level of
1017 at/cm3 [237] and (Fig. 12). Special procedures aim-
ing at reducing the oxygen-containing species adsorbed
at the surface together with application of high density
of primary current make it possible to reduce the detec-
tion limit by an order of magnitude as demonstrated in
our laboratory [211, 226, 228, 229, 269] and Fig. 3. Ad-
ditional lowering of this parameter for the doping and
diffusion studies can be achieved by using rare isotopes
17O or 18O, e.g., for implantation process [206, 238], or
by isotope enriching the oxygen precursors in epitaxial
processes [207].

Fig. 11. Depth profiles of oxygen implanted into GaN
or SiC materials, as measured under 2 different (Cs (+),
Cs (–)) measurement condition: (a) GaN (D = 1 ×
1016 cm−2, E = 400 keV), (b) SiC (D = 5× 1015 cm−2,
E = 100 keV). The depth profiles of the ion signals with
the highest ion yield at the same conditions are marked
with the full symbols.

Fig. 12. Oxygen depth profiles in concentration scale
as measured with Cs beam: (a) GaN (D = 1 ×
1016 cm−2, E = 400 keV), (b) SiC (D = 5× 1015 cm−2,
E = 100 keV).

TABLE IV

Isotope RSF’s for oxygen as measured on CAMECA IMS
6F, Cs+ (14.5 keV), neg.

O in GaN in reference to
69Ga−

O in SiC in reference to
30Si−2

16O − / 1019 16O− / 8× 1019

Table IV lists the isotope RSF’s for oxygen as mea-
sured with CAMECA IMS6F using Cs+ primary beam
at the energy of 14.5 keV in GaN or SiC.
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