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Metallic microparticles, suspended in a dielectric liquid in external alternating electric field, tend to organise

into regular structures. Since the structures depend on the external field parameters, they enable testing the general
properties of complex systems, as well as engineering new (meta)materials. In our experiments on Cu micropar-
ticles suspended in a mixture of rapeseed oil and n-hexadecane in AC field, four system states (structure types)
were distinguished and described: (i) driven gas state, (ii) vertical chains, (iii) fully randomly oriented chains,
and (iv) percolation state. The states can be rapidly switched by manipulating the amplitude and the frequency
of the AC field. The states exhibiting higher and lower order occur alternatingly versus a one-field-parameter
scan. Two interstate transitions, involving microstructure reorganisation, were discussed in detail: (1) driven
gas-vertical chains state transition and (2) randomly oriented chains-percolation state transition. A simple model
of interactions, utilising the concept of a local electric field and considering charges and dipoles interactions,
was proposed to explain the driven gas-vertical chains state transition. The transition was found independent of
the external field amplitude, and the transition frequency was found to be only on dependent material properties.
A simple formula predicting the transition frequency was obtained. The randomly oriented chains/percolation
network transition was discussed in detail. The transition position for external field frequency and amplitude was
found unequivocal, though a significant formation/disintegration hysteresis was observed versus both these param-
eters. The transition was found to be weakly dependent on the microparticle charge and the network formation is
expected to be controlled by ohmic current. Thus, a description in the language of electric circuits was proposed
for future development.

DOI: 10.12693/APhysPolA.136.866
PACS/topics: field-driven assembly, metallic microparticles suspension, microparticles structures, percolation
transition

1. Introduction

Dispersions exposed to external fields harbour many
remarkable phenomena, such as freezing by heating [1]
or line formation [2]. These systems may serve as test
plots for fundamental research concerning the nature of
complexity or the nature and properties of interactions
in complex systems, e.g., dynamic behaviour of granu-
lar media or distribution of particles on interfaces [3–8].
Investigations point to a class of interactions and phe-
nomena that determine the behaviour of such systems.
Depending on the physical and chemical properties of
the suspension components, electrostatic and magneto-
static interactions [9–11], electrophoresis [12], electroos-
mosis [13], dielectrophoresis [14, 15], as well as dipolar
interactions and electrohydrodynamic effects [8, 16, 17]
have been observed. The size of the system and
the configuration of external fields influence the sys-
tem as well [12, 18]. The formation of many interesting
structures has been observed in suspensions of metal-
lic microparticles, including static vertical chains [11],
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honeycomb structures, the Wigner crystals, toroidal vor-
tices, “pulsating rings” [19], “two-tones”, “Saturn-rings”,
and “flowers” [10]. This kind of suspension also consti-
tutes an easy-to-handle platform (e.g. with digital video
microscopy [20]) for diverse experiments, yielding vast
material for analysis (see, e.g., [9–11, 19–21]).

This work concerns a non-equilibrium, open-dynamic
system of metallic microparticles moving in an external,
spatially uniform, and time-periodic electric field (EEF)
and suspended in a dielectric liquid. The EEF lines are
vertical (locally parallel to the gravitational field lines)
and the top electrode is insulated, permitting no direct
conduction path in the liquid. The details of the experi-
mental setup are given in Sect. 2.

We have found that this system has four states of dif-
ferent properties, associated with strikingly different 2D
and 3D microparticle structures. The states of the sys-
tem can be switched by manipulating the amplitude and
the frequency of the EEF. In two of the states, the parti-
cles organise into ordered, static structures in the form of
a regular set of vertical chains or in the form of a perco-
lated network. In two others, the particles either behave
as a (driven) gas or form a random set of fully randomly
oriented chains. The states exhibiting higher and lower
order occur alternatingly versus a one-parameter scan.
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We have found that the ordered structures form due to
the interactions of charges and dipoles (induced in par-
ticles by an EEF), strongly assisted by field-driven in-
dividual particle oscillations, as well as due to the local
flow of ohmic current. Since the competition/cooperation
among the various interactions is a function of EEF pa-
rameters, potentially a variety of structures could be
formed. In this work, we concentrated on two of them.

We propose a model that correctly describes the condi-
tions for the occurrence of the vertical chains state, thus
enabling the prediction of the corresponding EEF param-
eters. As a consequence, we provide a tool for designing
such structures for a given type of metallic particles.

We also present a preliminary analysis of the perco-
lated, conducting network formed by all the particles in
the suspension. It seems to indicate that this structure
could be described in the framework of electric circuit
theory in the context of minimal conductivity.

The far-reaching motivation for this work was the fab-
rication of new optical meta-materials with tailored op-
tical properties (scattering, refraction) [23–25]. After
scaling-down, methods from soft-matter physics based on
field-driven assembly, might replace lithography [26].

2. Experimental setup and procedures

A suspension of copper powder (nearly spherical
grains, average radius of ∼ 20 µm) in a mixture of
rapeseed (canola) oil and n-hexadecane was placed in-
side a capacitor driven with an alternative current (AC).
The particles were cleaned of oxide contaminations and
the suspension was carefully degassed (under vacuum)
before the experiments to suppress bubbles formation.

The capacitor was built of two ITO electrodes and
of the chamber holding the suspension, placed between
them (Fig. 1). The distance between the electrodes was
h = 2.75 mm. The top electrode was isolated, in order
to prevent contact charge electrophoresis (CCEP) —
particle-mediated transport of charges between the elec-
trodes. The bottom electrode was in contact with
the suspension, in order to enable efficient charging of
the suspended particles. The chamber was made of poly-
carbonate (Macrolon, BASF). It was 10 mm in diameter
and 2 mm high.
N -hexadecane constituted 13.5 vol.% of the mixture.

In this way the (relative) permittivity of liquid (dielec-
tric constant) εr of the mixture was adjusted to that
of polycarbonate (2.96), which guaranteed uniformity
of the electric field inside the capacitor and suppressed
sticking of the charged particles to the chamber walls.
The dielectric parameters were obtained from [27–29]
and the Maxwell–Garnett approximation was utilised.
Both rapeseed oil and n-hexadecane are only weakly
polar. However, the rapeseed oil, which dominates
in the mixture, exhibits a significant polarisability of
≈ 3 pF(pm)3 [28].

Fig. 1. The experimental setup schematic view.

The electrodes were driven with sinusoidal AC high
voltage (HV) of the peak amplitude U0 from 0.2 to 7 kV,
from the amplifier (TREK 10/10B), driven in turn by
the signal generator (TABOR WW5062). The cham-
ber was monitored through the microscope nearly from
the top (≈ 3◦ tilt). Since the optical system was fo-
cused just below the top electrode, such arrangement al-
lowed some assessment of vertical structures. The system
evolution could be recorded with the camera. A sample
recording can be found in [30].

The initial charging/detachment of microparticles from
the lower electrode (chamber floor) was achieved by
quick reversing of the HV applied between the electrodes.
Due to polarisation/screening effects in the dielectric liq-
uid, the available static field strength was not enough to
lift the microparticles from the chamber floor. However,
due to their tiny (point-like) ohmic contact with the bot-
tom electrode, their recharging time was larger than
the polarisation reversal in the dielectric and they were
dragged upwards by the reorienting molecules/dipoles.
When the HV was reversed slowly, the effect was not
observed.

In order to suppress the influence of microparticles
sedimentation, the system was “annealed” with low fre-
quency field (f ≤ 1 Hz) for 5 min to uniformly charge
and distribute the suspended particles before each mea-
surement. It should be pointed out that the Maxwell–
Wagner charge relaxation time is negligible for a sus-
pension of metallic particles (compare [31]). We expect
however that the average imposed particle charge was
a function of “annealing field” amplitude.

The peak amplitude |EEEF| = U0/(εrh) and the fre-
quency f of the applied electric field were the parame-
ters of the experiment. These parameters were scanned
in two ways: (i) the frequency was scanned at constant
amplitude or (ii) the amplitude was scanned at constant
frequency.

In the first mode of experiment (constant field ampli-
tude), the amplitude of the annealing field was usually
different than during the scan. So first, the EEF ampli-
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tude was set at a desired value and next the frequency of
the field was scanned from 1 Hz up to some end value.
In the second mode (constant field frequency), the fre-
quency and amplitude of annealing field were always dif-
ferent than during the scan. So first, the frequency was
increased to a desired value (usually few hundred Hz)
and the amplitude was reduced to 0.25 kV and next
the amplitude was scanned up to some end value.

3. Discussion of experimental results

As it has been briefly mentioned above, during the
parameter scan the system was passing through four dif-
ferent dynamical and structural states (see Fig. 2 and
Fig. 3 and compare [30] — note that the driven gas and
the vertical chains states are rather short-lived). All of
them manifest in the first mode of scan, in the follow-
ing order versus the increasing frequency: (i) the driven
gas state, (ii) the vertical chains, (iii) the fully randomly
oriented chains, and (iv) the percolation state. In the sec-
ond mode of scan, the driven gas state and the vertical
chains state were inaccessible when the used frequency
was too high.

We found that the state of the system depends on the
parameters value rather than on the mode in which it
was reached. In other words, the final state of the sys-
tem evolution was identical in the both modes. However,
some hysteresis was observed.

Fig. 2. A qualitative “phase diagram” of the system
states. The abscissa is in a square-root scale. The
state creation/destruction hysteresis is not shown. The
transitions between states are rather diffuse: the tran-
sition between the driven gas and the vertical chains
state is discussed in Sect. 3.2, while the positions
of random chains–percolation network transition are
shown in Fig. 4. The concept of both modes of ex-
periment is shown as red and green arrowed sam-
ple traces. The dashed lines correspond to starting-
point preparation, while the solid lines correspond
to one-parameter scan.

Fig. 3. A sequence of the system states observed
during the frequency scan at constant amplitude:
U0 = 1.1 kV (first mode of experiment). The corre-
sponding frequencies are given in parts: (a) the driven
gas state, (b) the vertical chains, (c,d) the fully ran-
domly oriented chains and (e) the percolation state.
A (complex) chain initiating the percolation transition
is shown (surrounded by white a line) in part (f) and
a magnified view of vertical chains is shown in inset in
part (b).

3.1. The driven gas state

The driven gas was the first observed state of the
system during the experiment performed with the first
mode. In this state, the motion of the particles is domi-
nated by simple electrophoresis — non-collective oscilla-
tory motion driven by direct interaction of their charges
with the uniform (low frequency, i.e., < 10 Hz) EEF.
The frequency-dependent amplitude AEEF of individual
particle oscillations can be derived from the equation of
motion of an individual charged particle in suspension,
interacting with EEF in over-damping mode [2]:

AEEF =
2Q |EEEF|

ωζ
, (1)

where ω = 2πf is the angular frequency, Q is the effective
(screened) particle charge, and ζ is the friction constant
of the suspension, comprising particle size and dispersion
medium viscosity.
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3.2. The vertical chains state

The driven gas state is relatively short-lived for the pa-
rameters range. Already for the EEF frequency slightly
above 10 Hz, the transition to the vertical chains state
occurs (Fig. 3b), regardless of the EEF amplitude. In
the vertical chains state (quite typical for a set of dipolar
particles which can move freely in the ordering field), par-
ticles aggregate into chains along the EEF lines, though
small fluctuations of individual particles interacting with
EEF are still visible. We expect these residual motions to
be responsible for the stability of the chains. Individual
particle fluctuations prevent permanent contact between
the particles, thus suppressing the charge transport be-
tween the particles and along the chains to the uninsu-
lated electrode. We show below that the vertical chains
form as the result of energy minimisation mainly between
dipole–dipole and EEF–dipole interactions.

In order to study in greater detail the vertical chains
state in a system consisting of charged metal parti-
cles in dielectric liquid exposed to an external AC field,
we propose a quite general, simple model of interactions
in the system. It enables to estimate conditions at which
the chains appear and are stable. The formation of such
structures in other particles/liquid/external field config-
urations was reported, e.g., in [11, 14, 15, 22, 32, 33].

A single particle experiences the so-called local electric
field (LEF). LEF consists of EEF and of the fields gener-
ated by a few nearest neighbours (the suspension concen-
tration was relatively low). In order to pin-point the tran-
sition, we consider only the particle charge and the elec-
trical dipole induced in the particle by EEF (higher mul-
tipoles are not considered due to low EEF frequency).
Thus LEF can be expressed as

Eloc =
∑
i

EQi
+
∑
i

Epi
+ EEEF, (2)

where subscripts Q and p stand for charge and dipole
respectively, while i enumerates the particle neighbours.
Consequently, the interaction energy of a particle con-
sists of a series of terms

W =
∑
i

(WQ,Qi +Wp,Qi +WQ,pi +Wp,pi)

+WQ,EEF +Wp,EEF, (3)
where the first subscript pertains to the particle and
the second to the interacting field (source). The signif-
icance of particular terms is a function of the state of
the system. Studying the experimental results allowed
us to identify the terms significant for the transition be-
tween the driven gas state and the vertical chains state.
As the result this transition can be characterised with
a much simplified forms of Eqs. (2) and (3).

It can be reasonably assumed that the part of LEF gen-
erated by a fairly symmetrical structure of charges, on av-
erage, cancels out:

∑
i EQi = 0. Further on, it is evident

that the dipole–dipole interaction dominates the charge–
dipole interaction at close distance [32]. In effect, only
the terms which describe interactions of the dipole with
LEF and the charge with EEF remain.

Fig. 4. The 3-particle elementary cell of the vertical
chain oriented along the field. It should be noted that
the particles are not in galvanic contact.

In general, LEF can be non-uniform near the parti-
cle. This distortion can come only from interaction be-
tween the particles and would lead to dielectrophoretic-
like effects. However, since (i) EEF is the main compo-
nent of LEF and it is uniform in our setup, and (ii) the
dipole–dipole interaction is spatially symmetrical and so
the time average of the associated electric field is also
uniform, it is reasonable to neglect the LEF distortion.
Obviously, this assumption does not hold for a setup of
electrodes, where EEF is not uniform [12, 14, 15].

Since we are primarily interested in the final stage
of the state transition, we considered a minimal system
necessary for the formation of vertical chains. The sys-
tem is composed of three particles, lined up along EEF.
An N -particle chain, is composed of N − 2 overlapping
triads. This simplification is justified by experimental
observations (compare Fig. 3b and Fig. 4). The total
energy of the dipole interactions can be expressed [34]:

Wp =
∑
i 6=j

Wpi,pj +
∑
i

Wpi,EEF = −1

2
(pE∗loc + p∗Eloc) ,

(4)
where i, j = 1, 2, 3 and

p = αEloc (5)
is the electric dipole moment of the particle. The particle
polarizability can be expressed as [34]:

α = N
e2

me

1

ω2
0 + iγω

, (6)

where N is the number of elementary charges per par-
ticle, ω0 and γ = Nγe are the eigenfrequency and
the dumping factor of charge oscillation in the particle,
respectively, γe is the dumping factor for electron [34],
and me and e are the mass and the charge of electron,
respectively — note Q = Ne. On the other hand,
LEF reduces to

Eloc = Ep + EEEF, (7)
where Ep is the field, acting on the central particle, gen-
erated by the two neighbouring dipoles (compare Fig. 4):

Ep =
1

πε0εr

p

(2a)
3 , (8)
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where a is the particle radius and ε0 is the permittivity
of vacuum. Introducing Eqs. (5)–(8) into Eq. (4) and
neglecting terms of the order of a−6 leads to a compact
formula for the energy of interaction between a particle
and its two neighbours

Wp = −1

2
E2

EEF

[
1 +

α+ α∗

πε0εr (2a)
3

]
(α+ α∗) . (9)

As it has been already mentioned, it can be reason-
ably assumed that the chain ordering is controlled by
dipole–dipole interaction and activated by charge–EEF
interaction. This is analogous to a sub-system immersed
in a thermal bath characterised with the energy of
kBT [32]. The energy of the “thermal bath” — a charged
particle in EEF — can be estimated as the work done by
EEF in one oscillation period (making use of Eq. (1)):

∆WQ,EEF =
πQ2 |EEEF|2

ωζ
=
π

2
Q |EEEF|AEEF. (10)

Thus, the ratio between the interaction energy and
the activation energy can be written as

R (ω) =
Wp

∆WQ,EEF
=

(
− ωζ

πNme

)
×

[
1 +

Ne2

4πε0εra3me

ω2
0

ω4
0 + γ2ω2

]
ω2
0

ω4
0 + γ2ω2

. (11)

We expect that its maximum Rmax(ω) corresponds
to the vertical chain formation. Its location versus
frequency can be determined (see Appendix) as

ω(Rmax) = 0.22
σ

ε0εr (2a)
3
n
, (12)

where n is the concentration of free charges and σ is
the resistivity of particle material, respectively, and all ir-
relevant factors were combined into one numerical value.
It can be readily noticed that the position of the maxi-
mum does not depend on the particle charge and, in con-
sequence, neither on EEF amplitude. It depends only
on the particle radius and on the material properties
of particle and medium, which were all constant in our
experiments. For the parameters of our experiments,
Eq. (12) yields the transition frequency ft = 13.3 Hz,
while in the experiments the transition from the driven
gas state to the vertical chains state was observed be-
tween 11 and 15 Hz. A reasonably good agreement signi-
fies that considering only the dipole–dipole interaction
with the two nearest neighbours in the chain is suffi-
cient to describe the reordering process associated with
the studied transition.

3.3. The randomly oriented chains

The vertical chains persisted versus frequency up to
≈ 50 Hz when, as we expect, the flow of ohmic cur-
rent along the chains destroyed the EEF-induced dipoles.
The next state, encountered in both modes of exper-
imental scans, was the randomly oriented chains state
(Figs. 3c and d). It is characterised by random motion of
individual particles and randomly appearing, randomly

oriented, unstable chains. We expect that dipole–dipole,
charge–charge, and charge–dipole interactions play equal
roles then. This state persisted until one or two of
the chains, which were connected to the bottom elec-
trode, became stable (Fig. 3f). This was happening
for frequency > 250 Hz. The first few stable chains served
as the condensation nuclei for the forming structure.

3.4. The percolation state
The transition initiated in this manner, invariably led

to a 2D percolation network forming a maximal (fractal)
cluster directly under the whole top (insulated) electrode
(Fig. 3e). The network remained connected to the bot-
tom electrode via several chains. Thus we expect that
an ohmic current flowed through the whole network, and
that the network formation was current controlled. Such
possibility is indicated by [35, 36]. In Ref. [36] it was
shown that in a system with co-planar electrodes the for-
mation of net-like structures was associated with the con-
ductivity of particles. This implies that the description of
interactions, which we adopted for the driven gas/vertical
chains state, is insufficient for the percolation state.
Instead this, the network could be described as a system
of randomly connected electric circuits and the percola-
tion transition associated with minimal energy dissipa-
tion/circuit impedance. Similarly, the disintegration of
the network, during the return scan, could be associated
with increasing energy dissipation. We intend to pro-
vide a detailed description in the language of electrical
network analysis in a separate paper.

A similar 2D net-like structure was observed in a sys-
tem, which consisted of polystyrene particles suspended
in an electrolyte [18]. The structure appeared as the
result of the competition between the repulsive dipole–
dipole interaction and the attractive electrohydrody-
namic interaction. 3D percolation structures are typ-
ical for systems of dipolar particles without external
fields [37–39]. Applying a strong enough external field
breaks down the structure and the system evolves to-
wards an assemble of chains oriented along the external
field [39].

The percolation network formation/disintegration
events are presented in Fig. 5 versus the EEF param-
eters: the frequency f and the amplitude represented
by U0, for both types of parameter scan. The data
points pertaining to a given annealing field ampli-
tude (corresponding to the driving voltage amplitude
Ua) are connected with the eye-guiding lines (anneal-
ing field frequency was fixed at 1 Hz for all cases).
The (f, U0) position of each event was reproducible for
the given annealing parameters, though the observed for-
mation/disintegration hysteresis versus both f and U0

was significant. Since the branches corresponding to
different annealing field amplitudes differ, it can be in-
ferred that the network formation/disintegration is also
(weakly) controlled by the particle charge Q imposed by
the annealing process.

Increasing EEF frequency above the transition
frequency fp was not changing the configuration of
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Fig. 5. The percolation network forma-
tion/disintegration events presented versus EEF
parameters: the frequency f and the amplitude
represented by U0, for the both types of parameter
scan. Top part: the frequency scanned at a fixed
amplitude. Bottom part: the amplitude scanned at
a fixed frequency. The data points pertaining to a given
annealing voltage amplitude Ua (frequency fixed at
1 Hz for all cases) are connected with the eye-guiding
lines. The black points correspond to the percolation
network formation, while the red points correspond to
the network disintegration.

the percolation network. However, for f & 900 Hz we ob-
served a significant release of heat, ultimately leading to
boiling of the liquid, which obviously terminated the ex-
perimental scan. As it has been mentioned above, the dis-
integration of the network during the return scan was
observed at a frequency fd much lower than fp (Fig. 5).
Repetitive scanning over this frequency range induced
regular formation/disintegration of the percolation net-
work. The same scenario was encountered for the second
mode of parameter scan.

It is worth noticing that the region corresponding to
the stable network structure in the first (fixed amplitude)
mode of the parameter scan (above the f(U0) curve),
corresponds to the randomly oriented chains state for
the second (fixed frequency) mode of the parameter scan
and vice versa. The f(U0) curve constitutes the common
(narrow) region of the network existence for the both
methods of the parameter scan. This implies that putting
the system on the f(U0) curve guaranties transformation
to the percolation network state.

4. Conclusions

We observed several interesting physical phenomena
concerning assembly of microstructures in a fairly sim-
ple system of metallic microparticles in suspension in ex-
ternally applied AC field (EEF). We distinguished and
described four system states, associated with different
microparticle structures. We have found that the or-
dered structures form due to the interactions of charges
and dipoles (induced in particles by an EEF), strongly
assisted by field-driven individual particle oscillations,
as well as due to the local flow of ohmic current. Since
the competition/cooperation among the various inter-
actions is a function of EEF parameters, potentially
a variety of structures could be formed.

We discussed in greater detail two interstate transi-
tions involving microstructure reorganisation. In order
to explain the driven gas-vertical chains state transition,
we proposed a simple model of interactions, utilising
the concept of a local electric field (LEF) and consider-
ing interactions between charges and dipoles. The tran-
sition was found to be independent of the EEF ampli-
tude, and the transition frequency was found to be only
on dependent material properties. We provide a sim-
ple formula for predicting the transition frequency (12),
making a potentially useful tool for complex materials
engineering.

The randomly oriented chains-percolation network
transition was discussed only in some detail. The tran-
sition position versus EEF frequency and amplitude
was found unequivocal, though a significant forma-
tion/disintegration hysteresis was observed. We found
the position to be weakly dependent on the micropar-
ticles charge and we expect the network formation to
be controlled by ohmic current. Thus, a description
in the language of electric circuits was proposed for
future development.
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Appendix A: Eigenfrequency value
of the charge oscillation in a particle

In order to solve Eq. (11) and find ω corresponding
to R maximum for given particle/medium parameters,
the eigenfrequency of the charge oscillation in the
particle ω0 must be known first. The eigenfrequencies
encountered in our experiments lie in the acoustic
regime and can be estimated from the analysis of
the 3-particles chain presented in Fig. 4 in the absence
of EEF. Equations (4)–(8) yield then

Wp = −1

2

α2(
πε0εr (2a)

3
)2E2

p (α+ α∗) . (13)
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On the other hand, −E2
p (α+ α∗) /2 = Wp in general.

Thus, Eq. (13) can be rewritten in a very simple form

α = πε0εr (2a)
3
. (14)

Since for ω = 0 α = Ne2/(meω0
2), the charge oscillation

eigenfrequency can be determined as

ω0 =
Ne2

me

1

πε0εr (2a)
3 . (15)
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