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Real and Imaginary Part of Conductivity
of Strongly Interacting Bosons in Optical Lattices
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We calculate the conductivity of strongly interacting bosons described by the Bose–Hubbard model in a two-
dimensional lattice in controlled gauge potential acting as a uniform external magnetic field. In such scenario, two
types of conductivity can be distinguished: intra- and inter-band. The interband contribution, usually omitted in
analysis of multiband systems, appears to have a crucial role in the transport properties as its values are a few
orders of magnitude greater than the intraband one.
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1. Introduction

The cold-atom systems have been an intensively stud-
ied subject in the recent years. The development in
cooling and trapping techniques [1, 2] has allowed for
in-depth investigation of these systems. Loaded into op-
tical lattices, they can serve as quantum simulators of
the solid state systems [3], especially due to possibil-
ity of precise manipulation of their properties and lack
of defects.

Introduction of artificial gauge fields by means of the
Floquet engineering or photon-assisted tunneling [4, 5]
has opened additional possibilities of control of behav-
ior of particles under external potentials. Also, the
measurements of the transport properties of ultracold
atomic systems have been developed, leading to a suc-
cessful experiments, e.g. measurements of quantized
conductance in the cold-atom version of the QPC de-
vice [6] or a scanning gate microscopy method for ultra-
cold gases [7], which can be applied to any cold-atom
system.

These advances of the experimental techniques have
motivated us to study the transport properties of strongly
interacting bosons in optical lattice, also in the presence
of the artificial magnetic field. To this end we use the
Bose–Hubbard model in the quantum rotor approach,
which takes into account spatial fluctuations. Thanks to
this feature, we are able to properly describe the systems
with multiband energy structure.

This paper is organized as follows. Section 2 contains
a brief description of the quantum rotor approach to the
Bose–Hubbard model and a concise derivation of the con-
ductivity for a single- and multiband systems. Next,
the dependence of the conductivity on the frequency and
model parameters is presented in Sect. 3. Finally, the
paper is summarized in Sect. 4.
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2. Model and method

We employ the Bose–Hubbard model [8, 9] to capture
the competition between kinetic and potential energies
in strongly interacting systems of bosons. The Hamilto-
nian of the Bose–Hubbard model is expressed in terms of
creation â† and annihilation â operators

Ĥ = −
∑
〈i,j〉

tij

(
â†i âj+H.c.

)
+
U

2

∑
i

n̂2i−µ
∑
i

n̂i, (1)

where n̂i = â†i âi is the number operator on the i-th lattice
site. The first term describes hopping between the sites
i and j with hopping integral tij (here, it is restricted to
the nearest neighbors), the second term describes on-site
repulsive interaction, and the last term contains shifted
chemical potential µ = µ+U/2, which controls the num-
ber of particles in the system.

We use the quantum rotor approximation [10–13] to
solve the Bose–Hubbard model. The method has been
used to describe various physical systems e.g. high-Tc su-
perconductors, the Josephson junction arrays. In case of
bosons in optical lattice the calculated phase diagram has
been compared with the results of the quantum Monte
Carlo showing good agreement between them [12]. Here,
we present only a brief description of this method.

The starting point is to write the partition function in
the path integral formalism with the Matsubara imag-
inary time [14] 0 < τ < β = 1/kBT , where T is the
temperature,

Z =

∫
[DaDa] e−S[a,a], (2)

where the action takes the form

S [a, a] =

β∫
0

dτH (a(τ), a(τ)) +

β∫
0

dτ
∑
i

ai(τ)
∂

∂τ
ai(τ).

(3)
The Hamiltonian in (3) is expressed in terms of complex
fields a(τ), a(τ), which results from the application of
the coherent state representation to the Bose–Hubbard
Hamiltonian [15].
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The next important step in the derivation is the separa-
tion of amplitude b(τ) and phase φ(τ) degrees of freedom
of the complex fields

ai(τ) = e− iφi(τ)bi(τ), (4)

ai(τ) = e iφi(τ)bi(τ). (5)
The amplitudes can be approximated using saddle point
method bi(τ) = b0 + δbi(τ) ≈ b0. This operation is jus-
tified because the superfluid–Mott insulator transition is
related to the long-range phase coherence [16]. As a re-
sult, we obtain phase dependent action of the interacting
quantum rotors
S[φ] = (6)

β∫
0

dτ

−2J∑
〈i,j〉

cos (φj − φi) +
∑
i

(
φ̇2i
2U

+
iµ

U
φ̇i

) ,
where J = t|b0|2 = t(tz + µ)/U is the effective coupling
constant. Next, the unimodular fields ζi(τ) = e iφi(τ) can
be introduced. Then, by relaxing the constraint of the
unitary modulus [17, 18], which introduces a Lagrange
multiplier λ, the equation of state [12, 19] and also the
current–current correlation functions [13, 20–23] can be
calculated.

2.1. Multiband lattices

The method described above can be generalized to the
case of system with multiple energy bands, such as sys-
tems with gauge potentials. This is done by modify-
ing the hopping integral by the Peierls substitution (see
Sect. 2.2). As a result, the kinetic part of the modified
Bose–Hubbard Hamiltonian (in the wave-vector domain)
takes the following form:

Hkinetic =
t

Ne

∑
k

[ak]
†H(k) [ak] , (7)

where Ne denotes the number of elementary cells, [ak] is
the column vector of the complex fields abk for each site
in the elementary cell b, and H(k) is the kernel of the
Hamiltonian.

In the following, we supplement the Bose–Hubbard
model with the Harper model [24, 25]. The Harper
model describes two-dimensional, square lattice in mag-
netic field. The presence of the magnetic field splits the
energy band into subbands, numbered by index b. Its
strength α = p/q, where p, q are co-prime numbers, de-
termines the number of the subbands — q (b = 1, . . . , q).
The energy structure of the Harper model is a fractal,
known as Hofstadter butterfly.

2.2. Conductivity

In order to calculate the conductivity we use linear re-
sponse theory

σxx(ων) = −
1

Nβων

β∫
0

dτ dτ ′
δ2 lnZ

δAx(τ ′)δAx(τ)

∣∣∣∣∣∣
A=0

×e iων(τ−τ
′),

where A denotes the vector potential of the external
field. The vector potential was introduced to the Bose–
Hubbard model through the Peierls substitution

tij → tij exp

2π i

Φ0

ri∫
rj

A(τ) · dl

 ,

where Φ0 is the flux quantum. The extensive derivation
of the conductivity can be found in [23]. Here, we present
the final formulae. For simple lattices, without a basis,
the conductivity takes the form [16, 26]:

σxx(ων) = −
1

Nβων

(
2πJ

Φ0

)2∑
k,m

(
∂ε(k)

dkx

)2

×
{
Γ (k, ωm)Γ (k, ωm+ν)− [Γ (k, ωm)]

2
}
, (8)

where the function Γ−1 = J(ε(k) − ε0) + δλ −
2iv(µ/U)ωm + ω2

m/U is a propagator calculated within
the quantum rotor approach. Here, ε(k) denotes the
dispersion relation, ε0 is the edge of the energy band,
δλ is the correction to the Lagrange multiplier (non-
zero only in the Mott insulator state), and v(µ/U) =
µ/U − bµ/Uc − 1/2 with bxc being the floor function of
x. After performing the summation over the Matsubara
frequencies, we arrive at the formula for the regular part
of the conductivity in zero-temperature limit

Re σxx(ω) =
2π3J2

Φ2
0U

2

∫
dE

%xx(E)

Ξ 2
δ

[(ω
U

)2
− 4Ξ 2

]
, (9)

Im σxx(ω) =
π2J2

Φ2
0U

2
P
∫

dE
%xx(E)

Ξ 3

ω
U(

ω
U

)2 − 4Ξ 2
, (10)

where %xx(E) = 1/N
∑

k(∂ε(k)/∂kx)
2δ(E − ε(k))

is the generalized density of states and the quantity
Ξ =

√
J(E − ε0)/U + δλ/U + v2(µ/U) is connected

to the ground-state distribution of bosons over single-
particle states. This type of conductivity results from
the flow of the excitations — particle–hole pairs.

Fig. 1. The dispersion of quasiparticle and hole exci-
tation (the spectral functions) for three-band system
(Harper model, α = 1/3). Transition I — creation of an
intraband particle–hole pair, II — creation of an inter-
band pair. The inset presents the truncated Brillouin
zone.
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For multiband systems (with gauge potentials, lattices
with basis), an additional summation over the energy
bands appears in the formula for conductivity. This
leads to an additional term to the conductivity, called
interband conductivity, which is related to the excita-
tions of particle-hole pairs between different bands (see
Fig. 1). It takes the following form:

σinter
xx (ων) = −

1

Nβων

(
2πJ

Φ0

)2∑
k,m

∑
b6=b′

M bb′

xx (k) (11)

× [Γb(k, ωm)Γb′(k, ωm+ν)− Γb(k, ωm)Γb′(k, ωm)] ,

where the summation
∑
b6=b′ runs over pairs of bands.

The quantity M bb′

xx (k) = |〈b|(∂H(k)/∂kx)|b′〉|2 is the
analogue of the weight present in the generalized density
of states. Performing the summation over the Mat-
subara frequencies yields the formulae for the real and
imaginary parts of interband conductivity for T = 0:

Re σinter
xx (ω) =

2π3J2

Φ2
0U

2

1

N

∑
k

∑
b 6=b′

M bb′

xx (k)

ΞbΞb′

×δ
[( ω
U

)2
− (Ξb + Ξb′)

2

]
, (12)

Im σinter
xx (ω) =

2π2J2

Φ2
0U

2

1

N

∑
k

∑
b6=b′

M bb′

xx (k)

ΞbΞb′(Ξb + Ξb′)

×
ω
U(

ω
U

)2 − (Ξb + Ξb′)2
. (13)

3. Results

This section contains a brief analysis of the behavior of
the conductivity as a function of the frequency and the
parameters of the Bose–Hubbard model. Figures 2 and 3
present the dependence of the real and imaginary parts
of the conductivity for a square lattice in the superfluid
and Mott insulator phases, respectively.

The real part of the conductivity is related to the
current response, which is in phase with the exter-
nal probe field. It exhibits a lobe-like transport chan-
nels with the characteristic energy gap for the particle–
hole excitation ωg/U = 2

√
v2(µ/U) + δλ/U . This

gap is greater in the Mott insulator phase. Also, in
the Mott insulator phase the values of the conductiv-
ity are smaller. The imaginary part, related to the
current in anti-phase with the external field, exhibits
a change in the convexity in the middle of the lobe
of the real part.

The behavior of the conductivity for multiband sys-
tems is presented for the Harper model for magnetic
field α = 1/3 (in the superfluid phase). In Fig. 4 the
behavior of the intraband part is shown. Three trans-
port channels in the real part of σxx can be observed.
Each one is connected to the generation of a particle–
hole pair, e.g. the first lobe results from the generation
of the particle in the first particle-band and the hole in

Fig. 2. The behavior of the regular part of the conduc-
tivity for two-dimensional square lattice for T = 0 in the
superfluid phase. The conductivity is expressed in the
units of [1/Φ2

0 ].

Fig. 3. As in Fig. 2, but for the Mott insulator phase.

Fig. 4. The behavior of the regular, intraband part
of the conductivity for two-dimensional square lattice
in magnetic field α = 1/3 for T = 0 in the super-
fluid phase. The conductivity is expressed in the units
of [1/Φ2

0 ].
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Fig. 5. As in Fig. 4, but for the interband part of the
conductivity.

the first hole-band (see transition I in Fig. 1). In the de-
pendence of the imaginary part, there can be observed a
“response” related to the consecutive transport channels
in the real part.

In Fig. 5 the dependence of the interband part of the
conductivity on the frequency of the external field is pre-
sented. In the real part, three transport channels are
present. Each one lies between the respective pair of the
intraband channels. Here, the generation of the particle–
hole pair between different bands is responsible for the
shape of the channels. For example, the transition II
in Fig. 1 corresponds to the first transport channel in
Fig. 5. Especially, the similar curvature of the first hole-
and the second particle-band explains why the first inter-
band channel is narrow and high. The imaginary part of
the interband conductivity exhibits cusps, which corre-
spond to the sharp changes of the real part. This can
be understood through the Kramers–Krönig relations.
The values of the interband conductivity are at least one
order of magnitude greater compared with the intraband
conductivty.

4. Summary

The conductivity of strongly interacting bosons in op-
tical lattice has been studied using the Bose–Hubbard
model in the quantum rotor approach. The influence of
the multiband energy structure of the Harper model has
been taken into consideration by combining the Harper
model with the Bose–Hubbard Hamiltonian.

By means of the linear response theory the conductiv-
ity of the system was calculated. Thanks to the quan-
tum rotor approximation, the conductivity has been de-
termined both in the superfluid and in the Mott in-
sulator phases. For the Harper–Bose–Hubbard model
the conductivity consists of two types of terms, intra-
and interband, where the latter is not present for a
simple square lattice. The interband part is heav-
ily influenced by the relative quasiparticle- and hole-

band curvature. The transport properties of the multi-
band systems are dominated by the interband part,
which can be a few orders of magnitude higher than
the intraband part.

Recently, a number of experimental methods has been
developed for measurements of transport phenomena
with high spatial resolution. However, in order to ver-
ify the results of the present paper, a different approach
is required that allows for determination of conductiv-
ity as a function of frequency. Such a method has
been proposed using a phase modulation of the opti-
cal lattice to investigate current self-correlations [27].
This, in principle, could allow for visualization of var-
ious transport channels including intra and interband
contributions.
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