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The aim of this paper is to accelerate development and investigation of the delay systems. The computational

time for investigation of particular design of delay system may take from several minutes up to several days. To
achieve the required constructional parameters of the system, the iterative calculations usually should be repeated
many times. In this paper, an artificial neural network is proposed to be used as the universal approximator for
solving mathematical problems of delay system investigation instead of usual analytical and numerical techniques.
The application of a multi-layer perceptron is proposed for approximation of solution space with discrete estimates,
which were initially received by application of numerical techniques. Different structures of the multi-layer percep-
tron were tested for approximation. The difference between delay systems synthesis, which was estimated using
numerical techniques and trained multi-layer perceptron did not exceed 5% for any of the six design parameter
values. The execution time for estimating single delay system was reduced from 240 s to 20 ms. Such fast esti-
mation of design parameters enables performing delay system analysis and design in real time, preserving time for
structure visualization in 3D or virtual reality environment.
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1. Introduction

At present, the meander delay systems (MDSs) are
widely used in electronic devices and equipment for sig-
nal synchronization [1, 2] and filtering [3]. Moreover,
meander delay systems are frequently applied as specific
meander structures for small-sized antennas [4, 5], res-
onators [6], and other devices [7].

The methods used for analysis of MDSs can be con-
ditionally united in two groups: analytical [8] and nu-
merical [9]. Analytical methods require the compila-
tion of complicated mathematical models. Meanwhile,
the numerical methods are used in commercial software
packages. For example, an improved u-shaped microstrip
meander-line slow wave structure for high efficiency G-
band travelling wave tubes was designed using CST Mi-
crowave Studior, which is based on the method of finite
differences in time domain [10]. Ultra-wide stopband in
a compact low pass filter using stepped impedance res-
onators is designed using Sonnetr, which is based on
the method of moments [11]. However, the duration of
calculations can reach dozens of hours even if modern
workstations are used [12]. In this way, the entire de-
sign cycle of the delay system could be even longer, as
in this first stage of investigation it is necessary to find
the optimal design parameters of the MDS through mul-
tiple repetitions. Long computation time then becomes
a problem. In addition, another problem can arise when
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the dispersion equation, which in general binds design
parameters of the MDS and frequency of analysis, has
either no solutions, or several solutions requiring selec-
tion of the correct one by using iterative calculations.

Artificial neural networks can be used as the univer-
sal approximators [13] for solving various mathematical
problems as numerical analysis tool. For example, a
modified shaped patch antenna is analyzed using a feed
forward back propagation artificial neural network [14].
Power amplifiers were analyzed using a combination of
several neural networks [15], each network was used for
prediction of certain parameter of an amplifier. Ra-
dial basis function network was used for modelling an
RF MEMS phase shifter [16]. A multi-layer perceptron
(MLP) network was used to optimize parameters of a
microstrip patch antenna [17]. Artificial neural networks
are also widely used in filter design [18]. It is also pos-
sible to use artificial neural networks in different signal
processing tasks: investigation of electron optical param-
eters [19], analysis of radial dependence of the localized
magnetic field [20], classification of electron gun opera-
tion modes [21]. Artificial neural networks can be also
used in combination with other techniques. For exam-
ple, the inversion of remote sensing data is made using
multiple ratios of spectral radiation intensities and arti-
ficial neural networks [22]. As one of the main advan-
tages, some researchers [23] suggest abandoning iterative
numerical calculations altogether if a correctly trained
neural network is available.

In this paper, we propose an algorithm to allow transi-
tion from the usual iterative numerical calculations to a
solution based on neural networks in the field of investi-
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gation of MDSs. Neural networks should allow avoiding
problems that arise by using the usual methods.

The application of the MLP gives a possibility for re-
searchers to view in real time the structure and the di-
mensions of the designed delay system (DS) as well as
link the input parameters of the MLP (characteristic
impedance Z0, relative permittivity εr of the dielectric
substrate, and delay time td) to the design parameters of
the delay system. In addition, sufficiently fast estimation
of the design parameters for the DS enables performing
a real-time 3D visualization of the design, suitable for
viewing on modern devices, such as virtual reality (VR)
headsets.

2. Materials and method

The delay system model was used in the investigation.
The general model of this system is shown in Fig. 1, and
its detailed description can be found in [24]. It was shown
in [25, 26] that duration of calculations during analysis
of the MDSs increases considerably when it is necessary
to solve complex dispersion equation. Number of disper-
sion equations depends on the model of the meander sys-
tem. This number increases when the meander structure
becomes more complex with more internal and external
dielectric layers. In this particular example, we have the
matrix which consists of ten rows and ten columns. The
dispersion equation of the DS always should be a square
matrix. The size of the square matrix can vary m × n,
where m is equal to n (m is the number of elements in
the row of the matrix, n is the number of elements in
the column of the matrix). The size of the square ma-
trix (dispersion equation or determinant) depends on the
task and on the difficulty of the delay system.

Fig. 1. The general model of the meander delay sys-
tem: (a) the top view of meander delay system, and
(b) cross-section of the system, where 1 is the dielectric
substrate, 2 is the meander shape conductor, 3 is the
grounded external shield, h is the thickness of dielec-
tric substrate, W is the width of the meander conduc-
tor, W** is the microstrip connecting adjacent meander
stripes, 2A is the length of the conductor, S is the gap
between neighbour conductors.

However, the time needed to solve the dispersion equa-
tions and to analyse the results may be greatly reduced
by using MLP network.

The general algorithm of migration from numerical
methods to MLP-based solution and synthesis of delay
systems is presented below (Fig. 2). All the procedure
can be divided into four stages: collection of delay system
samples (1–4 blocks); training of the MLP (5–6); verifica-
tion of the trained network (7–8); prediction of the DSs
design parameters using the trained and verified MLP.

Samples of the DS were collected using traditional it-
erative numerical synthesis methods in the first stage of
the algorithm. At this stage the structure of the DS was
selected (1st step). The design parameters (h, W , W ∗∗,
S, 2A, n) were estimated for the known structure of the
DS (2nd step). Here h denotes the thickness of dielectric
substrate and upper dielectric, W is the width of the me-
ander conductor, 2A is the length of the conductor, S is
the gap between neighbour conductors, n is the number
of strips in the meander.

Electrical parameters (characteristic impedance Z0,
and the delay time td) were calculated according to the
given design parameters (3rd step). Results were saved
to the separated groups for network training and verifi-
cation (4th step). At the 5th step of the algorithm the
structure and initial parameters MLP were set. Selected
MLP network was trained using training samples of DS
(6th step). Verification procedure was performed using
the verification data samples of the DS (7th step). The
condition was checked whether the verification has suc-
ceeded (8th step). It was necessary to jump to the 2nd
or 5th step (to collect some more data for training or to
repeat the training procedure of MLP network), if condi-
tion was not satisfied. It is time to use the MLP network
for the prediction of design parameters of DS if the con-
dition was satisfied. The prediction of design parameters
of DS is called the synthesis of DS.

The structure of MLP network was selected depending
on the training data samples of the delay system (5th
step of the algorithm). The investigated MLP network
had three inputs and six outputs with a single hidden
layer. In order to receive optimal approximation results,
the structure of the MLP can be adapted by changing
the number of neurons in the hidden layer (Fig. 3). Dur-
ing the experimental investigation of the MDS, the size
of the hidden layer consists of eight neurons. The activa-
tion function of neuron in the hidden layer was sigmoidal.
As it is seen in Fig. 3, the type of activation function is
presented above each layer of the MLP. A linear activa-
tion function was used in the output layer. Therefore,
the outputs of MLP were estimated as the weighted sum
of hidden layer outputs (Fig. 3).

Together with the desired delay time td, two additional
parameters were used as MLP inputs: the characteristic
impedance Z0 and the relative permittivity εr. The de-
sired design parameters of the DS were expected as the
outputs of the network.
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Fig. 2. Algorithm of migration from traditional nu-
merical methods of synthesis of the delay system to neu-
ral network methods.

15 meander delay systems samples were collected for
the training dataset (see Table I). Every sample consisted
of 3×1 size input and 6×1 size target vectors. The overall
size of the training dataset was 15×9. The overall size of
validation dataset was 4×9. MLP training was repeated
with every sample vector not less than ten times. Best

Fig. 3. The structure of multi-layer perceptron net-
work.

matching results comparing with results, obtained using
numerical methods, were selected for further processing.
A computer experiment performed on the created algo-
rithm (Fig. 2) showed that the proposed algorithm allows
quick prediction of design parameters of the delay system
with acceptable deviation of the parameter values.

The prediction of design parameters of delay system
can be performed, when the vector of delay time td con-
sists of td = {td min; ∆td; td max}, where td min and td max
are the initial boundaries of the vector of delay time td.
The training step ∆td of delay time is also an important
parameter. The next important electrical parameter of
delay systems is the vector of characteristic impedance
Z0, which consists of Z0 = {Z0 min; ∆Z; Z0 max}, where
Z0 min and Z0 max are the initial boundaries of the vector.
∆Z0 is the training step of characteristic impedance. The
relative permittivity εr of dielectric substrate is constant
and equal to 7.3.

To increase the number of examples for training pro-
cess of MLP, a radial basis function network (RBF) was
used for interpolation of the training values. RBF was
used to interpolate values of delay time td and char-
acteristic impedance Z0. The training process of RBF
networks was explained in a previous work by the au-
thors [27]. The training process of multi-layer percep-
tron network was performed, when initial boundaries of
the vector of delay time td were equal to td min = 5.92 ns;
td max = 20.85 ns. The training step ∆td was equal
to ∆td = 0.01 ns and the boundaries of the charac-
teristic impedance vector Z0 were Z0 min = 45.60 Ω;
Z0 max = 52.90 Ω. The training step of the character-
istic impedance vector was ∆Z0 = 0.01 Ω.
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TABLE I

Results of synthesis of the meander delay system using numerical iterative methods

Delay
systems
number

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

td [ns] 5.92 5.94 6.60 5.94 6.00 5.70 6.38 20.50 20.62 20.65 20.66 20.85 20.68 20.68 20.66
Z0 [Ω] 45.60 45.60 52.89 51.92 51.92 53.10 48.70 52.20 51.40 52.10 52.00 52.80 51.80 52.80 52.90
εr 7.30 7.30 7.30 7.30 7.30 7.30 7.30 7.30 7.30 7.30 7.30 7.30 7.30 7.30 7.30

h [mm] 0.478 0.478 0.468 0.452 0.452 0.472 0.441 0.518 0.511 0.516 0.518 0.511 0.511 0.521 0.524
W [mm] 0.620 0.614 0.463 0.465 0.452 0.455 0.457 0.393 0.393 0.392 0.395 0.402 0.395 0.390 0.393
W ∗∗ [mm] 0.618 0.613 0.462 0.466 0.453 0.458 0.459 1.969 1.968 1.970 1.976 1.978 1.969 1.968 1.972
S [mm] 0.368 0.371 0.359 0.359 0.368 0.366 0.362 0.406 0.408 0.408 0.405 0.341 0.354 0.360 0.357
2A [mm] 18.365 18.367 18.52 15.434 15.448 15.441 15.136 16.26 16.259 16.263 16.26 16.958 16.97 16.971 16.966

n 55 55 67 67 67 32 67 198 198 198 198 200 200 200 200

3. Results and discussion

In order to compare the prediction results with those
of the iterative methods, we have applied the proposed
algorithm to the models of the delay system investigated
previously by using iterative methods of the commercial
software tools. The prediction results were also compared
with the results of experimental measurement investiga-
tion.

3.1. Results of prediction of delay systems

The results obtained using traditional iterative calcu-
lations will be compared with the experimental measure-

ment results and with those predicted by the MLP net-
work. Prediction of design parameters of delay system is
conducted in four different cases:

1. td = 6.9 ns; Z0 = 52.89 Ω (DS1).

2. td = 6.45 ns; Z0 = 48.7 Ω (DS2).

3. td = 20.52 ns; Z0 = 52.0 Ω (DS3).

4. td = 20.68 ns; Z0 = 51.8 Ω (DS4).

Fig. 4. The comparison of the results predicted and calculated by using iterative methods: (a) comparison of design
parameters h and W , (b) comparison of design parameters W** and S, (c) comparison of design parameters 2A and n,
(d) difference of all parameters, where lower index p means results of prediction.
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Results of prediction of design parameters of delay sys-
tem are presented in Fig. 4. The following can be de-
duced on the basis of the obtained results. The highest
difference between the calculated and predicted S and 2A
design parameters were received for the high values of td.
The difference of calculated and predicted gap between
neighbour conductors S was 5%. However, the difference
between calculated and predicted width W was 1.3% for
high value of delay time and 3.2% for low value of de-
lay time td. It shows an inverse relation between W and
S design parameters in delay system. The influence of
this difference to the performance of the delay system
is small. However, calculations were performed 12,000
times faster.

Calculations using numerical methods and predictions
using neural networks of parameters of the DSs were per-
formed on a regular desktop computer with the follow-
ing parameters: Intelr Core™i5-2410M CPU @ 2.30 GHz
processor; 4 GB of RAM; NVIDIAr GeForcer GT 520M
1 GB RAM video card.

The calculation time was equal to 240 s using iterative
numerical methods. The prediction time was no longer
than 0.02 s using multi-layer perceptron networks. It
is 12,000 times faster compared to those obtained using
iterative numerical methods. Training of the multi-layer
perceptron network took no longer than 3 s. Taking into
account that for the selected range of input parameters,
training of the MLP should be performed once, the delay
system design using design parameters prediction can be
performed in real time.

3.2. Results of experimental investigation

The setup of experimental investigation of the delay
system (Fig. 5) consisted of control computer, sampling
oscilloscope, test pulse oscillator, and delay system un-
der test. Measurements were performed with a sampling
oscilloscope PicoScope 9300, it was managed by control
computer and the experimental investigation results were
visualized using the control computer, too.

The real structure of meander delay system (Fig. 6)
was manufactured according to the prediction results of
design parameters of delay system using multi-layer per-
ceptron network. The meander delay system was pre-
dicted when delay time td = 20.80 ns, and the character-
istic impedance Z0 = 50 Ω, and the relative permittivity
εr of dielectric substrate is 7.3. The results of predic-
tion: h = 0.509 mm; W = 0.403 mm; W ∗∗ = 1.978 mm;
S = 0.340 mm; 2A = 16.956 mm; n = 204.

The results of measurement of the delay time are pre-
sented in Fig. 7. It can be seen that the measured delay
time is td = 20.875 ns and the characteristic impedance
Z0 was not measured. Also it is seen that the signal in
the output of delay system is distorted. It can be ex-
plained by the fact that the signal in the output reflects
from the mismatched end of the meander delay system
(Fig. 6).

If we do not take into account the reflections of signal
in the output of delay system and the measurement of

Fig. 5. Setup of experimental investigation of the delay
system.

Fig. 6. The structure of the produced meander delay
system, where 1 is the dielectric substrate, 2 is the me-
ander shape conductor.

characteristic impedance Z0, then the difference between
the predicted and measurement results does not exceed
4.83 percent.

4. Conclusions
The multi-layer perceptron network can be used for

prediction of design parameters of delay systems. MLP
network enables considerably a decrease of the time of
synthesis of delay systems to the duration acceptable for
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Fig. 7. The measurement results of delay time: (a) in-
put and (b) output signals.

real-time simulations. At the same time, MLP network
allows solution of some specific problems arising from
the usage of traditional iterative numerical calculations
methods.

The proposed synthesis algorithm supports a faster
prediction of design parameters of the delay systems by a
factor of 12,000 times. The average difference of the pre-
dicted and the numerical methods results were not worse
than 3.5% (this maximum difference was received for the
gap between neighbour meander conductors). The mini-
mum average difference of the predicted and the numeri-
cal methods results were 0%, this difference was received
for the number of strips in the meander — n. It can be
explained by the fact that the number of strips in the
meander delay system should have to be rounded to the
nearest whole number e.g. n = 204.107 will be n = 204.

The difference between the calculated and predicted
results varied because of selected learning data sets and
the structure of the MLP network. In order to increase
the accuracy of prediction it is necessary to select the
proper step between data in the learning data sets and
also the marginal values of the training data.

The synthesized meander delay system was manufac-
tured and experimentally verified. The average difference
of the predicted results, compared to the initial results,
obtained using numerical methods, was not more than
5%.
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