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In this work we study the ground state of the Penson-Kolb-Hubard model in the limit of narrow-bandwidth.
We present phase diagrams of the model for fixed chemical potential and concentration (involving various phase

separations).

The results are derived within the Hartree-Fock approximation (HFA) in the narrow-bandwidth

regime and compared with the exact ones in the atomic limit and the high-dimension regime. Our investigation
reveals that the HFA can reconstruct the exact diagram at the ground state when the bandwidth approaches to

Zero.
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1. Introduction

The unconventional superconductivity (SC) is still very
interesting and intensively investigated phenomenon due
to its relevance to many groups of materials [1-4]. One
of the simplest paradigmatic models for superconductiv-
ity with extremely short coherence length is the Penson-
Kolb-Hubbard (PKH) model [5-13]. Its hamiltonian can

be written in the following form:
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¢io (¢5) denotes the annihilation (creation) operator of
an electron with spin ¢ =1, ] at the site 1. Z<i’j> indi-
cates the sum over nearest-neighbour sites ¢ and j inde-
pendently. z denotes the number of the nearest neigh-
bours. The first term of the above Hamiltonian is the ki-
netic term (with electron hopping only between nearest-
neighbour sites), followed by the on-site interaction term
U and intersite pair-hopping interaction I. Finally, u is
the chemical potential, dependent on the concentration
of electrons: n = % >, (A;), and N is the total number
of lattice sites (0 < n < 2).

It is worth mentioning that in spite of very intensive
studies of the Hubbard model (the PKH model with
I = 0) exact solutions for this model exist only for
one dimension (d = 1) [14] and d — +oo [15]. Fur-
ther more, for the Penson-Kolb model, an electronic
model with intersite interactions only (U = 0), within
the broken-symmetry Hartree-Fock (mean-field) approx-
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imation (HFA), one obtains exact results in the limit
d - +o at any T > 0 [16]. Otherwise, for d < o at
T > 0, the HFA is significantly less reliable. It is partic-
ularly unreliable in the limit of strong coupling and low-
dimensions as it neglects phase fluctuations and short-
range correlations. So far the PKH model has been in-
vestigated only in a few particular limits [6-9]. The main
efforts concerned the ground state (i.e. at T' = 0) prop-
erties of the model in d = 1 at half-filling [6-8]. For
d = 400 hypercubic lattices the ground state diagrams
of the PKH model for both signs of I and U were also
determined by means of the HFA [8-13].
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Fig. 1. Ground state diagrams of Hamiltonian I;TAL
(atomic limit, t = 0) for a few |J| (as labelled) as a
function of p (a); and as a function of n (b). It is an
exact result for d — +o0.

It was proven that all interactions between particles
on different sites get trivial in limit d — +o0 [17, 18] and
may be treated in the (Hartree) mean-field approxima-
tion. The Hubbard on-site U interaction is the only in-
teraction which remains dynamical at this limit [15, 17].
Thus, a question about an accuracy of the standard HFA
approximation for the U term is still relevant. In our
previous work [12] we presented the 7" = 0 phase dia-
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grams, as a function of n, involving only homogeneous
phases and we have compared those results with the ex-
act solutions (for d — +o0) obtained for the atomic limit
(t = 0). In this work we extend our previous investi-
gation of the diagrams by taking into consideration also
the phase separated (PS) states. Due to the electron-
hole symmetry of the studied PKH model the diagrams
presented are symmetric with respect to the half-filling
(n=1or u/U = 1/2, equivalently).
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Fig. 2. Schematic T' = 0 diagrams of the PKH model

for small ¢ # 0 as a function of i (a); and as a function
of n (b).

2. Results

First, we discuss the atomic limit of the PKH model.
For ¢ = 0 one can derive rigorous results for d — oo [9,19].
Due to the fact that for U,|I| » |t| effective magnetic
interaction Jie]ff ~ —4t7;/(U — |I|) appears in the sys-
tem, we additionally introduce the isotropic magnetic
term into our considerations Hyy = —(2J/2) 2.; » 8i- 85,
where 8; is an operator of total electron spin at i site.
The ground state phase diagrams for Hamiltonian H4y =
H(t = 0)+ Hy; for several values of J are shown in Fig. 1
(cf. Refs. [19,12] and references therein). The model Har
exhibits symmetry I & —I and for I > 0 the s-wave SC
(SS) occurs for sufficiently large |I|, whereas for I < 0 the
n-wave SC (nS) is stable. For lower |I| the non-ordered
(NO) phase or the magnetic (MG) phase is present, which
can be either ferromagnetic (F) for J > 0 or antiferro-
magnetic (AF) for J < 0. The SC-MG boundary is
discontinuous for fixed p (Fig. 1a) and the PS state oc-
curs: PS:SC/MG in definite range of n (it is a macro-
scopic coexistence of the SC and MG phases, Fig. 1b).
The MG-NO boundary is also discontinuous, whereas
the NO-SC transition is continuous. For |J| = 0 the MG
phase changes into the non-ordered (NO’) phase and the
PS:NO/NO’ state is degenerate with homogeneous NO’
phase [12, 19].

For t # 0 the PKH model does not exhibit symmetry
I «& —I. Even so, for small ¢ # 0 the structure of the
phase diagrams for both signs of I interaction are quali-
tatively similar. For U > 0 they are shown schematically
in Fig. 2. The main qualitative difference with respect
to the atomic limit is that both MG phases can occur,
which are favoured by strong enough U/|I|. The pres-
ence of the AF phase at half-filling is not surprising due
to the fact that ijff < 0 (U > |I|), but also the F phase
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Fig. 3. Phase diagramsfort # 0Oand I > 0: (a) I/U vs.

/U and (b) I/U vs. n (involving phase separations). A
few fixed values of U interaction are shown (as labelled).
The structures of the diagrams are shown in Fig. 2.

is stable away from half-filling. The NO-F and NO-SC
transitions are continuous (fixed p/U or n = 0). The
SC phases can occur for any n, if |I|/U is sufficiently
large. The F-AF (not dependent on p), SC-F, and SC-
AF transitions are discontinuous for fixed p (Fig. 2a) and
thus different PS states can occur at fixed n: PS:F/AF,
PS:SC/F, PS:SC/AF (Fig. 2b). The transitions between
the PS states with increasing |I|/U for fixed n (horizontal
line in Fig. 2b), are associated with a discontinuity of the
order parameters in one of the domains in the PS state.
In the following we discuss quantitative changes of
phase diagrams for U > 0 and small ¢ # 0. The semi-
elliptical density of states (SE-DOS) is used: D(e) =
2z \/At2 — €2 for € < 2t, where 2t is half-bandwidth,
however, the shape of DOS in the narrow-band limit in-
vestigated here does not affect the results qualitatively.
Similarly as in Ref. [12], we use the HFA for U term (with
electron Wick theorem for averages of fermion operators)
including Hartree (density-density), Fock (magnetic) and
anomalous (superconducting) terms. For I term, as for
the atomic limit, only Hartree decoupling is applied.
Figures 3 and 4 present the ground state phase di-
agrams for I > 0 and I < 0, respectively, which are
plotted for several fixed positive values of U interaction:
U/2t = 5,10,40 (dashed-dotted, dotted, and dashed
lines, respectively) and for U/2t — 400 (exact result,
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Fig. 4. Phase diagramsfort # Oand I < 0: (a) I/U vs.

/U and (b) I/U vs. n (involving phase separations). A
few fixed values of U interaction are shown (as labelled).
The structures of the diagrams are shown in Fig. 2.

solid lines). With increasing U /2t the transition lines for
t # 0 approach rigorous results obtained at the atomic
limit. The phase boundaries at the atomic limit can
be considered as a continuous limit of the HFA results
for t — 0 with infinitesimal but still finite ¢, which in-
troduces magnetic orderings as well as U/2t-dependent
competition between F and AF orderings. In Figs. 3b
and 4b, one observes that with increasing U /2t the area
occupied by the PS states involving the F phase shrinks
and disappears at t — 0. In this process, with sup-
pressing the F phase (towards smaller values of |I|/U),
the n-independent F—PS:F/AF boundary shifts towards
n = 1. At the same time, with increasing U/2¢, in
Figs. 3a and 4a, p-ranges occupied by the NO and AF
phases widen, whereas the area of the F phase occurrence
vanishes. It is associated with an extension of a range
of n, in which the homogeneous F phase is stable (for
low |I|/U). Notice that with increasing U /2t the region
of the PS:SC/AF state expands. Moreover, the SS-AF
boundary is almost independent on U/2¢ (near u ~ U/2),
whereas for t # 0 the nS—AF boundary is shifted towards
higher |I|/U. On the other hand, a location of the con-
tinuous 77S-NO line is not dependent on U /2t for small
1 < 0, but the NO-SS boundary for ¢t # 0 is located at
lower |I|/U (cf. also Ref. [12]).

3. Conclusion

To conclude, in this work we investigated the PKH
model for small, but finite single-electron hopping. We
showed that the HFA decoupling of the U term in the
limit £ — 0 gives reasonable results, which are in co-
incidence with the exact results for ¢ = 0 (in the limit
d — +o0) at least at T' = 0. The results obtained within
both approaches are consistent, although in the case of
the finite single-electron hopping, the phases with mag-
netic long-range order also are stable. Obviously, the
HFA approach used in this work would largely overes-
timate critical temperatures. Here, we only discussed
the phase diagrams determined by a difference between
grand canonical potentials (energies) of the states near
the boundaries and we did not analyse the behaviour
of the thermodynamical potentials with varying model
parameters. Notice that the macroscopically PS states
considered in this work are specific for short-range in-
teractions. The longer-range interactions prevent such
phase separations and other states with a formation of
various textures are possible (cf. also e.g. Ref. [13]).
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