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In this article we summarize the study of the electronic states and electron-vibrational interactions in square-
planar molecular entities playing the role of molecular cells in quantum cellular automata (QCA), a promising
paradigm of quantum computing. The following issues are shortly discussed: 1) QCA as a paradigm of quantum
computing; 2) molecular implementation of QCA; 3) vibronic coupling as the origin of charge trapping, encoding
of binary information 4) non-linear cell-cell response; 4) spin-switching in molecular QCA based on mixed-valence

cells; 5) multimode dynamic vibronic problem, the symmetry assisted approach.
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1. Introduction

As predicted by the “Moore law” the conventional com-
puter chips double their density approximately every two
years. That is why the quantum computing became a
challenging way in the development in this area. The
most serious obstacle in the realization of quantum com-
puting is the decoherence which should be sufficiently
long or, at least, not shorter than duration of the gate
logical operation. As was demonstrated [1, 2]), one could
reach a decoherence time in a molecular magnet that
would permit quantum information processing. A per-
spective route to proceed in this fundamental problem
exploits paradigm of QCA in which quantum dots or
molecules play role of the carriers of the binary infor-
mation (see Refs [2-12]). The use of QCA allows to cre-
ate a new kind of computing “Bypassing the transistor
paradigm” (see Lent’s article [8] with this indicative ti-
tle). The proposal gave a strong impact to the develop-
ment of the new multidisciplinary field of nanotechnol-
ogy that combines physics, chemistry, material science,
computer science, and electrical engineering. The QCA
devices promise to consume extremely small amounts of
power ensuring at the same a very small heat release and
high switching speed.

2. The main idea of quantum cellular automata

The cell (Fig. 1) consists of the four quantum dots
or redox sites in a mixed valence (MV) molecule occu-
pied by two extra electrons which can tunnel between
the sites inside the cell but cannot tunnel between differ-
ent cells. The information is encoded in the two antipo-
dal charge configurations of the cell and transferred via
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the Coulomb interaction between the neighboring cells
as schematically shown in Fig. 1. The two charge con-
figurations are separated by a potential barrier. These
quasi-stable charge configurations are able carry binary
information (binary 0 or 1) which is encoded in the cell
polarization.
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Fig. 1. Charge distributions in a four-dot quantum cell
or in a tetrameric MV molecule encoding binary 0 and
1 via the charge distributions; bi-electronic jump from
binary O to 1.

3. Quantum cellular automata:
molecular implementation

The idea of using molecular systems as QCA cells in-
stead of semiconductor dots has been proposed and dis-
cussed [9]. Molecular QCA have significant advantages,
like possibility to create ultra-high device densities oper-
ating at room temperature, providing at the same time
options to control the key properties of the molecule by
chemical means. As single molecule implementation of
QCA, it was proposed [9] to use 1,4-dialyl butane radical
cation consisting of butyl bridge linking two allyl groups
accommodating electron. Among attractive candidates
for molecular cells [9] MV molecules [12, 13] are especially
promising because they have two or more sites available
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for extra electrons forming specific charge configurations
while the electron-lattice interaction can create the bar-
rier between different charge distributions. This refers
to a variety of MV systems studied in molecular mag-
netism, such as metal dimers and mainly nanoscopic MV
systems, like reduced polyoxometalates (e.g., Keggin and
Wells-Dawson systems) accommodating two or several
electrons delocalized over a metal network [14-16].

1,#0,1,~0

Fig. 2. Molecular QCA cells: two tetra-ruthenium
complexes exhibiting different electron networks of the
transfer pathways (denoted by red arrows) for the elec-
tronic pair [17].

As examples the two MV tetra—ruthenium complexes
which are suitable for molecular implementation of the
QCA can be mentioned [12, 17] (Fig. 2). A great poten-
tiality of molecules as the leading candidates to be im-
plemented in QCA is based on the following substantial
advantages: (a) as distinguished from the quantum dot
cells, molecular cells of specified composition are identical
and therefore have identical physical characteristics; (b)
they can be engineered via chemical tailoring to have de-
sired controllable characteristics; (¢) molecular cells are
relatively large (but still nanoscale!) objects, much larger
than ions and, thus, accessible for individual addressing
while processing the information; (d) such molecules can
be attached to different types of platforms by grafting
clusters on solid surfaces.

4. Electronic spectrum
of a mixed-valence molecular cell

To treat the bi-electronic MV four site system we in-
troduce the Hamiltonian involving three terms describing
the main relevant interactions:

(92

H=He+;mi<Q?—(m>+V. (1)
Here H, is the Hubbard Hamiltonian, including all inter-
actions between electrons and ions. The next two terms
describe the free molecular vibrations and the electron-
vibrational interaction V. The Hamiltonian H. includes
the following components [18, 19]: (1) Coulomb repulsion
between the two itinerant electrons which depends on
whether these electrons are instantly localized at the ad-
jacent sites (along the sides of the square) or they occupy

the remote sites (antipodal positions). The Coulomb re-
pelling forces tend to keep the electrons as far as possible
in order to minimize the energy, i.e. on the sites lo-
cated at opposite vertices. The difference in the energies
of the Coulomb repulsion between the distant pairs Uy
and the neighboring ones Uy (d- and n-pairs having two
and four configurations respectively) will be denoted as
U (Fig. 3). The charge configurations in the two low-
est states are assumed to encode the binary information
in molecular QCA. (2) The transfer of the two electrons
among the four sites. The electron transfer parameters ¢,
and t4 (Fig. 2) correspond to the jumps between the dis-
tant and adjacent sites respectively. The direct magnetic
exchange coupling will be neglected.
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Fig. 3. General view of the energy pattern created by
the Coulomb interactions and transfer processes in a
tetrameric bi-electronic molecular unit. For the sake of
simplicity the excited states with energies around U are
not shown.

The electronic extended Hubbard-type Hamiltonian
H. of the cell can be represented as:

He = Unz Z Ti,oNi+1,07 + Udz Z Ni,cMi+2,0’

1 o,0' i o,0!

+t”22 (“Zaaiﬂvo + a’ztrl,aai,a)
i o

+td22 (azaai+2*a + a:r+2,oa‘i7‘7) ; (2)
i O

where a;, (a;) creates (annihilates) an electron occu-
pying active orbital at the site ¢ with spin projection o,
n;o are the occupation number operators. The summa-
tion is performed over the pairs of the neighboring sites
(1st and 3rd terms) and over the pairs of distant sites
(2nd and 4th terms). The first term in Eq. (2) describes
the interelectronic Coulomb repulsion (U,,) between the
adjacent sites, while the second term (Ug) is that for
the remote sites. The intra-site repulsion gives rise to
the highly excited levels and therefore is excluded in the
present consideration.

The  group-theoretical  classification  of  the

energy levels gives the following spin-singlet
and spin-triplet terms (Fig. 3) for the d-type
configurations: I1Big(d), 1A (d), 3E,(d).
For the the n-type configurations one finds:
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1ng (n), 1B, (n), 1A19 (n), 3Agg (n), 3Blg (n), 3B, (n)

as shown in Fig. 3. The explicit expressions for energy
levels are given in Ref. [18]. The electron transfer
processes in a bi-electron system separate spin-triplets
and spin-singlets, resulting thus in an effective magnetic
interaction between the electrons. This kind of the
effective magnetic exchange caused by electron delocal-
ization has been recognized in our earlier consideration
of MV double reduced polyoxometales with Keggin and
Wells-Dawson structures, which allowed us to explain
the unusual diamagnetism of these compounds [20, 21].
The microscopic estimations were done in Ref. [22].

5. Jahn-Teller vibronic model of molecular cell

The vibronic interaction in MV system [23-25] is
known to produce bistability which leads to a barrier
between the two charge distributions being thus one of
the key factors in the QCA. We will use the vibronic
model formulated by Piepho, Krausz and Schatz (PKS
model) [23]. The model operates with the “breathing”
displacements of the ions around the sites which are as-
sumed to be independent. This model is rather simple
but it properly reflects the main features of the vibronic
coupling in MV systems, in particular, the presence of
the potential barrier separating localized configurations.
The PKS coordinates in a tetrameric system span the
irreps Aig4, Big, E, of the point group Dyj. One can
obtain the following expressions for the PKS coordinates
for a square-planar tetrameric system belonging to this
point group:

Qp, = %(QA—QB-FQC—QD),
Qp.. = % (Qa— Qo).
QE,y = - (@e—Qp)- (3)

V2
In Egs. (3) Q. are the PKS coordinates composed of the
four “breathing” vibrations ;associated with the sites
(1 = A,B,C, D) as schematically shown in Fig. 4 (the
full-symmetric coordinate is not shown). In the case of
the MV system under consideration, the linear vibronic
interaction can be represented in the matrix form as fol-
lows:

V= ZvaOaQon (4)

where the values v, are the vibronic parameters and
the matrices O, are given in Ref. [18]. In the PKS
model the frequencies and the coupling parameters
v(ve = v) prove to be equal for all active vibrations.
Taking into account the symmetry of the electronic
states, one can see that we are dealing with the com-
bined Jahn-Teller (JT) and pseudo JT vibronic prob-
lems (*Big + 2' A1y +! Bog +' E,) ® (b1g + €y,) for spin-
singlets and (3A29 +3 By + 23Eu) ® (b1g + €,,) for spin-
triplets terms. One can see that the JT and pseudo JT
effects are the inherent ingredient of the description of
the quantum cell in QCA.

Y
C B
D A
QBI‘g >0 QE,\‘ >0
Fig. 4. Pictorial representation of the symmetry

adapted vibrational PKS coordinates of a square-planar
unit. Only z-component of the double degenerate F-
type vibration is shown.

6. Vibronic localization
in bi-electronic molecular cell

Since the binary information is encoded in the an-
tipodal distribution of the electrons the Coulomb re-
pulsion should considerably exceed the transfer integrals
in order to ensure the maximal distance between elec-
trons. Provided that the condition of strong Coulomb
repulsion U > |t,], |tq| is fulfilled, the low lying group
of levels (1 By,,! A1,,3 E,) is well isolated (Fig. 3) and
therefore the vibronic problem can be restricted to
the ground manifold being thus reduced to one-mode
(*Big +' A1y) @ biy and *E, @ by, subtasks [18]. This
means that a pair of the levels with S = 0 (!Byg," A1)
are mixed through the only vibration b;, and the same
vibration is active in the S = 1 term *E,. One can see
that in the framework of the PKS model the e-modes do
not act within the ground manifold because they mix the
ground Coulomb configurations of d-type with excited n-
type configurations. The vibronic pseudo JT problem
proves to be one-dimensional and the adiabatic poten-
tials are found as:

Q=5+ e VE R,
hw
ery (Q) = — A1+ Q£ Q. (5)

Here the following notations are used: 8t2/U —
16t2ty/U? — A;.  In Eq. (5) the functions e (Q)
are the two branches of the adiabatic potential for the
(*Big +' A1y) ® biy pseudo JT problem, while e, (Q)
are the surfaces for the static JT problem 3E, ® big.
Depending on the interrelation between the gap A
and the strength of the vibronic coupling v, the lower
sheet £_ (@) can have a single minimum (Fig. 5) at
Q+ = 0, providing weak coupling (or/and large gap
A), v? < Ahw/2, or two minima at the points Q4 =
+4/v2/h2w? — A2 /402 under the condition of strong cou-
pling (or/and small gap A), v? > Ahw/2 (Fig. 6). The
energy of the single minimum of e _ (Q) in which the elec-
tronic pair is fully delocalized is just the electronic en-
ergy (—A). The potential curves ¢, , (@) represent two
intersecting parabolas and exhibit two minima irrespec-
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Fig. 5. Adiabatic potentials of a square planar MV
unit for the low lying levels belonging to d configura-
tions of the electronic pair. The case of weak vibronic
coupling.
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Fig. 6. Adiabatic potentials of a square planar MV
unit for the low lying levels belonging to d configura-
tions of the electronic pair. The case of strong vibronic
coupling. £0(Q) = €(Q) /hw-dimensionless adiabatic
energy, vo = v/hw, A/hw = 4. Red — spin triplets, blue
— spin-singlets.

tively of the value of the vibronic coupling (static JT
effect) which are disposed at Q, = —Q, = v/hw and
have the energies —A; — v?/2hw. These two minima
correspond to the localization of the electronic pair in
the antipodal positions (“broken symmetry” states). In
the case of static JT effect, the tunneling between the
minima is forbidden and so the electronic pair is fully
localized in each of the two minima irrespectively of the
strength of the vibronic coupling. To distinguish differ-

ent physical situations in Fig. 6 we use the dimension-
less parameter K = (24; — A) /A, which is expressed
through ¢4 as k = 4t4/U and serves as a measure of the
position of the spin-triplet 2E, within the gap between
two spin-singlets 1Blg and 1Alg in the electronic spec-
trum. Thus, providing k = 0 the spin-triplet is located
just in the middle of this gap. One can see that the vi-
bronic coupling effectively reduces the singlet-triplet gap
(*Ayg4, 3E,) in both cases, weak and strong coupling as
shown in Figs. 5 and 6. In the limit of strong coupling
and providing x = 0, the minima for the spin-singlet and
spin-triplet states become practically degenerate. These
minima correspond to the full localization of the charges
along the diagonals of the square for both spin configu-
rations. This is a result of the full quenching of the ¢,
processes by a strong vibronic interaction, which leads to
the localization of the electronic pair and, consequently,
to the paramagnetic ground state. Providing ¢4 < 0, the
minima of spin-singlet states are deeper than those for
the spin-triplet states although the singlet-triplet gap in
the electronic spectrum (at @ = 0) is reduced. In the
case of tg > 0 the strong enough vibronic coupling leads
to the spin-crossover of the levels, so that the spin-triplet
state becomes the ground one and the system is locked
at the minima.

7. Spin-dependent localization
in a mixed-valence cell

The main efforts in the area of QCA have been fo-
cused on the analysis of electronic charge density distri-
bution within the cell and its change due to polarization
(electric quadrupole moment) induced by the Coulomb
field of the neighboring cells. As one could see from the
adiabatic consideration in Sect. 6, there is a strong cor-
relation between the molecular spin and the degree of
localization in mixed valence clusters. In Ref. [19] we
focused on the study of spin-effects in a single square-
planar MV cell comprising two electrons and in coupled
molecular cells for QCA. Using the vibronic model it was
demonstrated that the polarizabilities of the cell are dif-
ferent in spin-singlet and spin-triplet states of the elec-
tronic pair. Based on this inference the concept of spin-
switching in molecular QCA has been proposed and the
conditions under which this effect is feasible have been
derived. In order to reveal these conditions we have per-
formed a series of quantum-mechanical calculations of
the vibronic energy levels of the isolated cell and of the
cell subjected to the external polarizing field. The spin-
switching effect stemming from the theoretical model is
shown to be dependent on the relative strength of the
intra-cell electronic interactions (Coulomb repulsion en-
ergies and electron transfer parameters) and the vibronic
coupling. This is expected to suggest a route for observa-
tion of spin-switching in which the non-magnetic vibronic
ground state of the cell is changed to the magnetic one
due to polarization induced in this cell by the neighboring
one. The spin switching is shown to produce a significant
effect on the cell-cell response function leading to the un-
usual stepwise shape of this function.
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8. Cell-cell response function
within the vibronic model

We have considered the electronic and vibronic prop-
erties of the isolated molecular cells in QCA. Implemen-
tation of the logically significant OCA arrays or circuits
requires consideration of the “intercommunication” be-
tween the molecular cells. It is essential that the charge
configuration of the input cell is able to dictate the charge
configuration of the output cells. In the simplest case of
a QCA wire one has to solve the non-stationary prob-
lem of the signal propagation from the input cell in a
definite state (binary “1” or “0”) to the output. In a
QCA fanout circuit an input signal is transformed into
two or more output signals. Providing different cellular
automata architectures one should assume that the state
of a cell should be strongly influenced by the state of the
neighboring cell (or cells), so that a slight polarization
of a cell would induces nearly complete polarization of a
neighboring cell. To characterize this kind of highly non-
linear behavior of a bistable cell the use of the cell-cell
response function has been proposed [26]. Since the vi-
bronic coupling produces a trapping effect, it is expected
to produce substantial influence on the cell-cell response
function. Let us consider the polarization of the cell,
a scalar quantity Pintroduced by Lent et al [3, 9] as a
normalized measure of the degree to which the electron
densities are localized in antipodal positions along the
diagonals AC or BD of a square planar four-site cell:

(pa + pc) — (pB + pD)
pa+tpc+pB+pD

where p; are the electronic charges on the sites. If the
sites B and D are empty (pg = pp =0, pa = pc = 1)
the cell is fully polarized along AC' and so P = —1. Al-
ternatively, if the electrons occupy sites B and D, po-
larization P = +1. From the qualitative arguments one
can conclude that in MV systems the effective electronic
charges are the results of the competitive effects of the
vibronic (JT and pseudo JT) coupling and transfer pro-
cesses. Due to completion of these two interactions the
system is localized only partially so that the electronic
charges are distributed among the sites as schematically
shown in Fig. 7. One can introduce the values Uc and
Upp which are the Coulomb interaction energies of cell
1 in the two antipodal localizations of the electronic pair
with the cell 2 having a certain polarization P,. The
electronic densities for the linear configuration (Fig. 6)
of the input and output cells are calculated in Ref. [18]
within the quantum-mechanical (dynamical) approach to
the vibronic problem.

The vibronic coupling strongly modifies the cell-cell re-
sponse function. From Fig. 8 one can observe that the
increase of the vibronic coupling parameter leads to the
increase of the abruptness of the P; vs P, curves, while
at smaller values of v the steepness of the curve is less
pronounced, and even at P, = £1 the polarization |P |
remains smaller than 1. This is evidently due to the fact
that the vibronic coupling tends to localize the electrons
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Fig. 7. Schematic picture of the partial delocaliza-
tion at the minima of a double-well adiabatic potential
(left) and Coulombic cell-cell interaction resulting in the
alignment of the two cells (right.
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Fig. 8. Influence the vibronic pseudo JT coupling on
the cell-cell response function.

(reducing their mobility) and, therefore, it decreases po-
larization of the cell. More detailed consideration, in
particular, estimation of the parameters for some MV
clusters is given in Ref. [18].

Finally, we should mention a new concept in
molecular QCA which has not been discussed here
for the sake of brevity. =~ We proposed to employ
[VE VY AsgOy0 (HQO)]4+ polyoxometalate as a quantum
inverter. The detailed quantum-chemical study shows
that this proposal is feasible.

9. Non-adiabatic approach
to the vibronic problem of molecular cell

The adiabatic approximation (Born—Oppenheimer
paradigm) is valid in the cases of strong JT vibronic
coupling for the low lying levels of the systems. But
the adiabatic approximation loses its accuracy providing
moderate vibronic coupling. Moreover, by definition, this
approximation (based on classical representation of the
ionic movement) fails in the description of the discrete
vibronic spectrum and, in particular, in the evaluation
of the intervalence optical bands in MV systems. By the
definition the adiabatic description assumes that the nu-
clear (ligand) motion is much slower than the electronic
one. This is, in general, invalid near the anticrossing
area of the adiabatic surfaces. In fact, Fig. 9 illustrates
the non-adiabatic coupling in this area caused by the
fast Landau-Zener transitions. This physical argument
is common for the all kinds of vibronic systems.
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Landau-Zener transitions:
non-adiabatic problem

U(0)

anticrossing

| Fast,
non-adiabatic

Slow,
| adiabatic

Fig. 9. Illustration for the non-adiabatic coupling in
a MV dimer with a double-well potential: avoided level
crossing and Landau-Zener transitions.

Understanding of limitations of the Born—
Oppenheimer approximation gave rise to a new
trend at the borderline between physics and chemistry
that can be referred to as “Chemical theory beyond the
Born—Oppenheimer paradigm” (see recent book [27]).
Alternatively, the quantum-mechanical approach usually
leads to a complicated (often practically unsolvable)
dynamic problem in multimode systems, especially
in cases when several electronic states are coupled to
the JT and pseudo-JT modes (see review in [28, 29]).
The computational difficulties originate from the high
dimensionalities of the excited vibrational levels of the
harmonic vibrations. This occurs, for example, in the
nanoscopic MV systems, which can be exemplified by
polyoxometalates [15]. Therefore, a precise solution of
the quantum-mechanical vibronic problem is of primary
importance for the evaluation of the shapes of the elec-
tron transfer optical absorption bands and quantitative
analysis of the main parameters of tetrameric quantum
cells.

To solve the multidimensional JT problem we have re-
cently suggested [30-32] a theoretical tool which has been
referred to as “symmetry assisted approach” which takes
advantage from the point symmetry of the system. The
symmetry assisted approach allows to block the vibronic
matrices to full extent in accordance with the point sym-
metry of the systems and thus to make tractable the com-
plicated dynamic problems for these molecular cells. The
mathematical details of the approach are described in
Refs. [30-32]. The main idea is that the evaluation of the
vibrational functions can be performed through the ac-

tion of the symmetry adapted polynomial operators T}’;)
onto the vacuum state:

(%) ¥ni = 0) = [n, '), (7)
where I' is the vibronic irrep and v numerates the ba-
sis. In this way one realizes the transformation from the
basis of the simple products of the harmonic oscillator
functions |ny,nsa,...nky with a certain n (a definite vi-
brational level, n = n; 4+ ny + ...ng) to the symmetry
adapted basis |n, ['y):

[n, I'y) = 2 c(njyn,vly).ng..>, (8)
where v is an additional quantum number which is in-

troduced in order to distinguish the states of the system
when the irrep I' occurs several times in the set with

a definite n. For this reason T}T,:) are referred to as mul-
tivibronic symmetry adapted creation operators that can
be considered as the complex irreducible tensor operators
of the type of I'y in the actual point group (Dyy, in the
case under consideration). This allows one to build the
multivibronic operators with the use of the well known
technique for manipulation with the irreducible tensor
operators in the point groups:

TI(]’LY) ={{{clt1®CF2}F12®CF3}F123"'®CRL} ’

I'y

where {CF1 ® CIJQZ } oy is component v of the tensor prod-
uct of the type of I'y the irreducible tensor operators

ct, -, and ct, ~»- The operators TI(J;) are built up by the
successive coupling of the creation operators correspond-
ing to all active vibrations. Then the symmetry adapted
vibrational functions are coupled to the electronic ones
to get the full basis. The vibronic matrix is blocked ac-
cording to the irreducible representations of the vibronic
functions which significantly reduces the Hilbert space.
The calculations are implemented in a specially de-
signed software (which will be published elsewhere).
With this tool we also extended the theory of the molec-
ular QCA cell beyond the limit of prevailing Coulomb
repulsion in the electronic pair (as described in previ-
ous sections). Consequently the general pseudo JT prob-
lems for spin-singlet (lBlg, 21A19,1 ng,l Eu)®(blg +ey)
and spin-triplet states (31429,3 By, 23Eu) ® (big + ey) in
a square- planar bi-electronic system has been recently
solved [32]. The obtained symmetry adapted electron-
vibrational functions have been employed for the calcula-
tion of the profiles (shape- functions) of the charge trans-
fer absorption bands in the tetrameric MV complexes and
for the discussion of the magnetic properties. In Ref. [32]
we presented also the characteristics of the performance
of the evaluation which can be referred to as “index of
efficiency” defined as the ratio (CPU time for blocked
matrix) / (CPU time for full matrix). In particular, use
of the symmetry adapted basis leads to a significant re-
duction of the CPU time, for example for N = 24 (num-
ber of the unperturbed vibrational levels) the CPU time
with the use of symmetry is only 7.1% of the total time
without application of the symmetry assisted approach.

10. Conclusion

In this short review we have summarized some recent
results of the molecular problem of QCA. The main at-
tention was focused on the two problems underlying the
molecular QCA implementation: electronic spectrum of
the molecular cell and vibronic coupling. The electronic
spectrum is treated with the framerk of the Hubbard
Hamiltonian. The main conclusions about the low ly-
ing levels are made provided that the inter-cell Coulomb
repusion exceeds the transfer integrals.

A special attention is paid to the role of the JT and
pseudo-JT effects in charge trapping, encoding of binary
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information in the quantum cell and non-linear cell-cell
response. We have shortly discussed the spin-switching
effect in QCA. The symmetry assisted approach to the
dynamic multimode/multilevel JT problem is described.
The method allows to efficiently solve the quantum-
mechanical problem of the energy pattern of nanoscopic
vibronic systems. The results of recent studies in the area
show that the non-adiabatic theory is very efficient at
nanoscale and useful for the study of molecular units and
electron-vibrational processes in molecular electronics.
One can express also an optimistic expectation that the
developed vibronic approach could be applicable in gen-
eral challenging problem of molecular information pro-
cessing.
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