
Vol. 132 (2017) ACTA PHYSICA POLONICA A No. 3

Special issue of the 3rd International Conference on Computational and Experimental Science and Engineering (ICCESEN 2016)
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Social media is a Web 2.0 platform that allows to share content and information without the limitations of
time and space. Social media networks have managed to become a part of today’s lifestyle and are increasingly
gaining importance when viewed from a state perspective. Sentiment analysis refers to the use of natural language
processing, text analysis and computational linguistics to identify and extract subjective information in source
materials. In this study, we focus on social media mining and sentiment analysis for students of an open and
distance education system. Anadolu University which has approximately two million students and more than two
million graduates, is a well-known institution in Turkey, that offers higher education through contemporary distance
education model. Firstly, we have fetched Tweets related to Anadolu University open and distance education
system. To perform sentiment analysis, these tweets were analysed by statistical and data mining techniques.
Finally, results were visualized.
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1. Introduction

Social media is a Web 2.0 platform that allows to share
content and information without the limitations of time
and space. As one of the most known social media chan-
nels, Twitter is a free social networking microblogging
service that allows registered members to broadcast short
posts called tweets. Tweets are 140-charter little senten-
ces and the users have to compress their feelings into this
little space. Twitter members can broadcast tweets and
follow other users’ tweets by using multiple platforms and
devices. The default settings for Twitter are public.

Sentiment analysis (SA) identifies the sentiment ex-
pressed in a text. The target of SA is to find opinions,
identify the sentiments they express, and then classify
their polarity [1]. Sentiment classification could be done
on the word/phrase level, sentence level and document
level [2].

The related studies on social media mining topic have
been increasing since 2010. Asur and Huberman [3] used
Twitter content to forecast the box-office revenues for
movies and made sentiment analysis to investigate how
efficient the attention can be for predicting opening wee-
kend box-office values for movies. Karcı and Boy [4] stu-
died the analysis of the social media using web mining
techniques and presented an application for prediction of
similarity with common attribution analysis using web
structure mining. Choy et al. [5] used SA to estimate
the votes in Singapore presidential election 2011. Wang
et al. [6] used Naïve Bayes classifier (NBC) for SA in
their study of 2012 U.S. presidential election cycle. Meral
and Diri [7] used NBC, random forest and support vec-
tor machine to classify Twitter data through SA process
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and presented the comparison of the three classification
methods. Ceron et al. [8] made a SA study on electoral
campaigns and have shown that Twitter has a remarka-
ble ability to forecast electoral results. Shang et al. [9]
used Facebook to find regions of interest with respect to
user’s current geographic location. To understand the
trends and public opinion toward massive online open
courses, Shen and Kuo [10] conducted a SA study using a
tool called OpinionFinder. A detailed survey about new
methodologies for social big data, social data analysis,
providing also social-based applications, are presented by
Orgaz et al. [11]. Pandarachalil et al. [12] presented an
unsupervised method for SA of Twitter data. To predict
American presidential elections, Shei et al. [13] analyzed
location-based Twitter data with SA in the first stage
and proposed a feature model in the second stage. Besi-
des these studies, Ofek et al. [14], Xu et al. [15] and Xia
et al. [16] can be given as examples for other SA studies
in different fields.

According to literature review, it can be said that there
is not enough study about the SA in distance education
systems. Literature about SA for distance education is
contributed with this study. In the second section, basic
model and process of SA and an application will be ex-
plained in detail. The conclusions and future work plans
will be presented in the third section.

2. Problem definition and methodology

The basic SA model consists of the collection, analysis
and pre-processing of data, sentiment classification and
visualization. The SA model will be explained through
the application to Anadolu University open and distance
education (ODE) system.

Anadolu University ODE is the second mega-university
in the world. Today, the total number of students of the
three distance education faculties is over 2 million. Since
it is very hard to service the millions of the students
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excellently, Anadolu University aims to overcome the
problems immediately and provide ever-growing educa-
tion. To identify the problems and present new education
platforms to ODE students, ODE develops interactive
systems based on student communication, like forums,
online courses, etc. These systems are under control of
the institution, so that the students can not share their
feelings, opinions and complaints freely. In this situation,
social media sharing of students can be the best source
to reach students’ real opinions.

2.1. Data source and data collection
To understand students’ sentiments toward Anadolu

University on social media, Twitter was considered.
Tweets were collected using Twitter API called Twython
between 1st and 15th of June. These dates involve exami-
nation days and the grades declaration day. We have used
some query terms that refer to the ODE system such as
“aof”, “aöf”, “acikogretim”, “açıköğretim” to collect data.

Fig. 1. Number of tweets.

After data collection, the distribution of the tweets day
by day was investigated. It is obviously seen that the first
day of the final examination and the declaration day are
the most active days in this time interval. Figure 1 gives
the number of the tweets on a daily basis.

2.2. Pre-processing phase
Pre-processing is necessary in order to achieve good-

quality results [17]. The raw data collected from Twitter
contains a lot of data types that are not related to our
issue, like duplicated tweets, tweets in foreign languages,
unrelated links and also advertisements. To get rid of
these kinds of data, a two-stage pre-processing operation
was performed.

At the first stage, tweets which were duplicated or in-
clude unrelated links or advertisements were removed.
After that, to determine the languages of tweets, a lan-
guage detection web service, named “Language Detection
API”, was used. Language detection API is a free API
that allows up to 5000 requests per day and detects
160 different languages. After detection operation with
Python, 103 foreign languages were detected, such as
Thai, English, Korean, etc. For the second phase of
pre-processing, all tweets, which were not including some
Turkish words were removed permanently. At the end of
this phase, the number of tweets was reduced from 63.699
to 4.652 tweets. Given the decrease in data count, the
importance of data cleaning has arisen.

2.3. Classification phase
Actually, SA is a classification process. In the study,

the collected tweets were aimed to be classified into three
sentiment classes: positive, negative and neutral.

To make the classification, sentence-level SA metho-
dology was followed. The sentence-level SA takes into
account the whole sentence and tries to classify it. For
the classification operation NBC was used, because of the
common usage in text mining operations. NBC was also
used in [7, 18, 19] as the method of SA studies.

The NBCs are known as a simple Bayesian classifi-
cation algorithm. They provide a more straightforward
interpretation of predictions and have been employed in
many areas and have been proven very effective for text
categorization [20, 21]. NBC classifies the sentences using
the frequencies of the words in each sentence.

To code NBC, Python Natural Language Toolkit
(NLTK) was used. NLTK is a leading platform for buil-
ding Python programs to work with human language
data. NLTK is a free, open source, community-driven
project [22].

The processed data were divided into three parts, the
training, the test and the validation datasets, for clas-
sical classification process. As given by Pandarachalil
et al. [12], machine learning approaches require a huge
amount of labeled training data to achieve desired accu-
racy. In twitter domain, this is not always practical.
So, in this study a hundred tweets for each sentiment,
which were collected during the first week, have formed
the training datasets. For the test set, 3.952 tweets were
collected from the second week tweets.

Some common words are determined as taboo words.
Those are prepositions, pronouns, conjunctions and
query terms, which were not included into classification.
The result of the test phase is summarized in Table I.

TABLE I

Results of classification of test dataset.

Class Classified data
Negative 1628
Neutral 1847
Positive 477
Total 3952

TABLE II

Results of classification for validation dataset.

Class Actual
Correctly
classified

Incorrectly
classified

Success
rate [%]

Negative 180 116 85 64.44
Neutral 202 97 38 48.2
Positive 18 11 53 61.11
Total 400 224 176 56.00

Unfortunately, this procedure had not provided an ex-
pressive result about the classifying success. We have
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conducted a validation phase to confirm the classifica-
tion. Four hundred tweets were used for validation and
the classification results of validation dataset are given in
Table II. As shown in Table II, the classification success
rate for whole validation dataset is at an average value.

2.4. Visualization

In the last step of SA process, it is necessary to visu-
alize data and the results. We use the word clouds for
visualization. Word cloud is a visualization tool that pro-
vides words used more frequently in a dataset to appear
bigger and sometimes bolder. The word clouds also visu-
alize the text-based data in an esthetical and plain way.
There are a lot of word cloud free generators available in
the Internet. The word clouds can also be generated by R
programming. We have generated three word clouds for
each sentiment class with validation dataset. Frequently
used words can be seen for each word cloud, given in
Figure 2.

Fig. 2. Word clouds of validation.

3. Conclusions and future plans

In open education systems, the core issue should be
the satisfying of student preferences and needs. With
this study, the obtained negative feelings of the students
will steer the education system of ODE. The managers
of the institution can concentrate on the shortcomings of
the system and student complaints by using the outcome
of this study.

Using the sentence-level SA and NBC with limited
data provides an average success rate. To increase the
success of the analysis, lexicon-based sentiment model
will be developed. Because Turkish sentiment lexicon
does not exist, as the first step Turkish sentiment lexicon
for ODE system will be formed. The classification met-
hod and parameters are some of the factors influencing
the SA success rate. With the lexicon based sentiment
model, different classification methods will be experien-
ced. Moreover, the sizes of the training, test and valida-
tion datasets should be increased. With an automated
collection system, the data collection operation will be
made continuous. This system will also provide increase
in dataset size.
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