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The article presents a method for determining the content and temperature on the basis of spectra from remote
measurements. The technique uses measurements of a high resolution radiation spectrum that allows the visibility
of the individual rotational lines of gases such as COs, used here in the range of 2470-2495 cm™~!. At the same
time a new algorithm is applied of pre-processing the spectrum, involving the use of multiple ratios of intensity
at several wavenumbers as input to an inverse model based on neural networks. Due to it, the dimensionality of
the input can significantly be reduced. Additionally, the data interpreted do not have to be measured in units
of spectral radiance. Thus only the calibration of the sensitivity of the spectrometer at various wavelengths is
required. The neural models were constructed on the basis of data from the simulation. The proposed method
works with a uniform layer of radiating gas for determining the temperature and COz content. For a non-uniform
layer it is possible to determine the line-of-sight temperature profile and average gas content. The method can be
extended to different spectral ranges and to other gases present in substantial quantities in the exhaust gases of

various processes.
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1. Introduction

Many different processes are carried out at high tem-
peratures. Obtaining information about their condition
on a continuous basis may require sophisticated measure-
ment techniques. If the analysed process involves emis-
sion of hot gases, it can be monitored with the use of
spectral techniques. Spectral measurement can be made
by active or passive methods [1], which leads to the
measurement of, respectively, absorption and emission
spectra. In the passive approach the observed gas layer
may have a temperature higher than the background,
which allows the measurement of the emission spectrum.
In some cases, the background has a higher temperature
than that of observed gases, with the result that the me-
asured spectrum is an absorption one [2]. Analysis of the
radiation spectra of hot gases can be used to determine
their temperature and content [3-5]. This can be im-
portant information, which is not possible to determine
by other methods. Radiation monitoring can be easily
made from a long distance. However, the measurements
must be made at a sufficiently high spectral resolution to
make the spectral characteristics of the individual gases
visible.

However, there appears here a problem of the very in-
terpretation of the spectrum. To measure the tempera-
ture, typical absorption spectroscopy uses from two to
several lines measured by using a laser [6, 7]. For me-
asurement purposes different ranges of the HoO [8, 9],
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and COy spectrum [10, 11] are often used. Absorp-
tion thermometry usually measures the mean line-of-
sight temperature. Recently, attempts have been under-
taken to measure the temperature distribution preceded
by the optimisation of the selection of the spectral lines
analysed [12].

For measurements using spectroscopes, spectrum ana-
lysis it is often a complex multidimensional data analy-
sis problem. In classical laboratory spectroscopy a ca-
libration process is carried out using reference samples.
After the calibration measurements a calibration model
is constructed, which is then used for determining the
content of the tested substances. This method can also
be used to determine temperature, but only to a very
limited extent [13]. Conditions applicable to the empi-
rical calibration measurements in emission spectroscopy
are achieved only for very short measurement paths [14].
The only problem with this type of methods is someti-
mes the removal of the background radiation [15]. Using
the equation of radiative energy transfer, gas spectra can
be calculated for specific content and temperature along
the observation path [16]. The correctness of modelling
methods using databases of spectral parameters of gases
was confirmed in experimental conditions [17, 18]. Simu-
lation allows to select arbitrary physical conditions of the
gas layer (gas plume). In addition, one can analyse the
impact of changes in various physical parameters on the
radiation spectrum, that is to perform sensitivity studies.
The impact of individual model parameters are studied in
various types of inverse problems [19-21]. Quantitative
interpretation of the measured spectrum usually consists
of solving the inverse problem in relation to the problem
of the calculation of the radiation spectrum, based on
the knowledge of the gas contents and the temperature
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profile along the line of sight. The inverse problem can
be solved in two ways [22]. The first consists in com-
paring the measured spectrum with the spectrum of the
radiation model, which usually means a significant num-
ber of iterations. In addition, it also requires significant
expertise from the person interpreting the measurement.
This is due to the fact that the iterative procedure does
not always give a correct result, and is dependent on the
starting point of the iteration. The second method is
the inverse function approximation using statistical met-
hods. The development of such methods is associated
with so-called software sensors (soft sensor, inferential
measurements) or algorithms that use information from
the hardware sensors measuring other physical quanti-
ties to estimate physical quantities directly not availa-
ble. Sensors based on chemometric algorithms such as
partial least square (PLS) or principal component regres-
sion (PCR) are data-based sensors [23]. These methods
are particularly well suited to the multidimensional and
correlated input data. Other commonly used methods to
create data-based models include: neural networks [24]
and support vector machines. At the same time, in the
inverse problem various intelligent techniques [25] rather
than the classic regression techniques are used. Neural
networks are applied to build inverse models in various
fields of physics [26-28]. The use of neural networks in
spectrum analysis often requires reducing the size of the
input. Various methods are used here, such as princi-
pal component analysis (PCA) [29] or wavelet transform.
These methods are designed to reduce the dimensionality
of the network input vector, without reducing at the same
time the information contained in the data. A general
disadvantage of statistical methods for reducing the di-
mension of the data is that they do not take into account
the specific physical properties of the analysed objects.
Therefore, in this study the reduction in size and the pre-
paration of data for inverse models were based on empiri-
cal analysis of a large number of simulation spectra. Such
studies provide an important knowledge base for data in-
version and are carried out for different types of inverse
analysis [30, 31]. In this article, the method of intensity
ratios is used, which is mainly applied in pyrometry [32]
and in determining temperature based on laser absorp-
tion measurements [33]. It has so far not been used to
the interpretation of passive remote sensing.

The remainder of the article is organised as follows.
The next section describes the inverse problem in remote
spectral measurements and the methods of solving it,
including modelling of the spectra and their interpreta-
tion. Section 3 presents the results of the determination
of the sought-for quantities. Conclusions are presented
in Sect. 4.

2. The inverse problem in the interpretation
of hot gas radiation

The inverse problem can be understood as inferencing
about an object specific properties on the basis of obser-
vation. The direct problem is described as determina-
tion of data that can be recorded and indirectly reflect
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the object properties. The inverse problem appears fre-
quently in indirect measurements, where it is not possible
to directly determine the sought quantities [34]. Ade-
quate mathematical models are then needed of the phy-
sical phenomena under consideration [35-37]. Such mo-
dels can be created on the basis of physical theories or
be based on measured data. In the first case they are
called knowledge-driven, physical-based or mechanistic-
based, to emphasise that knowledge about the pheno-
menon analysed is necessary here [38]. The knowledge
contained in the theoretical models is called domain kno-
wledge, because depending on the field it may be the
physical, chemical or biological laws [39]. Models ba-
sed on data (data-driven, back-box) do not require a de-
tailed mathematical-physical description, but good qua-
lity data. There are also methods for combining empirical
and physical models [40, 41].

Fig. 1. Gas plume monitoring by passive spectral re-
mote sensing.

Quantitative interpretation of remote measurements of
radiation spectra is a typical example of the inverse pro-
blem in indirect measurements [42]. This technique al-
lows remote and non-invasive determination of the tem-
perature and content of the exhaust gases of various pro-
cesses, engines or leaks from installations (Fig. 1). Each
type of remote measurements requires different methods
for quantitative interpretation of data. The direct pro-
blem in radiative energy transfer is a calculation of the
spectrum of a radiating gas from knowledge of its con-
tent and temperature. It is then necessary to match the
spectrum with the spectral resolution of the measure-
ment. This means a convolution of the spectrum obtai-
ned from radiation modelling by the spectrometer appa-
ratus function. As shown in Figs. 2 and 3, for a uniform
layer of CO4 the spectrum varies significantly under the
influence of both temperature and gas content. The vari-
ous wavelengths of the observed spectra are substantially
correlated with each other. In addition, the relationship
between the spectra measurements and the determined
quantities is nonlinear. In general, the spectrum of a
heterogeneous gas plume is calculated with the layer mo-
del. In the simplest case, the model is composed of two
layers. The analysed spectral range was proposed for
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Fig. 3. Radiation spectrum of a homogeneous layer of

CO2 at a temperature of T' = 450 K for two gas contents.

determining the temperature in [43]. Figure 4 shows a
radiation spectrum of the gas environment consisting of
two layers: first at the temperature of 450 K and se-
cond at the temperature of 300 K. This is a case often
encountered in practice when the gas plume is observed
from a distance. The radiation spectrum of the observed
layer (450 K) is then absorbed by the gases from the at-
mosphere (300 K) between it and the spectrometer. The
analysis of Fig. 4 shows directly that for the determina-
tion of temperature and content only the spectral range
of 23702390 cm~! may be used. The remainder of the
spectrum is attenuated by atmospheric air between the
radiating layer and the spectrometer. If this phenomenon
is not taken into account, it can cause significant errors
in data interpretation.

Figure 5 shows the 20 selected peaks and troughs of the
spectrum, used to create spectral intensity ratios, which
are then used as input for the neural network model.
Each peak is divided by the nearest trough lying on its
right side. In this way, a 20-element input vector of the
neural model is formed.

The vector of the parameters necessary to determine
the radiation can be summarised as follows:
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Fig. 4. Radiation spectru::: layer of CO5 at a tem-

perature of T'= 450 K, absorbed by a layer of tempera-
ture 7' = 300 K.
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Fig. 5. Definition of peaks and troughs used to deter-
mine the ratios of radiation intensity.

r = (617627...,CN7t17t2,...7tN), (1)
where ¢; is the content of a gas layer while ¢; is the tem-
perature of the layer. The direct problem can be repre-
sented as a function

Y= f (33) ) (2)
where y is a vector of the radiation spectrum, and the
function is a numerical representation of the radiative
transfer equation. The inversion problem is to find the
matrix x of the spectrum y, with some possible additio-
nal knowledge about the phenomenon

x=[f""(y). 3)
Unfortunately, explicit form of the inverse function can-
not be determined on the basis of physical theories. Di-
rect modelling (Eq. (2)) uses dependences given in the
form of physical laws to produce synthetic measurement
data. A typical procedure for solving the inverse problem
involves a comparison of observations and spectra from
the direct model, taking into account a certain measure-
ment error. Adjustment of both vectors occurs by using
the optimisation algorithm. Completion of the iterative
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process occurs when the difference is smaller than a spe-
cific defined value. The most frequently used methods of
inversion are procedures based on the minimisation of a
specific target function depending on the sought quan-
tity a:
N
O @)= (Ymes — f (@) (4)
i=1

Since the task of this type is an ill-posed problem, all
kinds of regularisation is used to obtain a well-behaved
one [44]. This type of method using iterations are also
called model-based inversion. In order to locate the glo-
bal extremum, gradient-based or heuristic methods are
applied. Grid search type algorithms (for problems with
low dimensionality), simulated annealing or genetic al-
gorithms do not require calculation of derivatives. The
space of possible solutions to the inverse problem can be
reduced by additional a priori knowledge. The parame-
ter vector determined should be physically justified and
limited as to the maximum and minimum values.

An alternative method of determining the sought-for
quantities on the basis of measurements is the use of
statistical methods in the form of parametric or non-
parametric function approximation [45]. The inverse mo-
del of the estimation of the vector of the sought values
of & on the basis of measurements y,cs can generally be
written as

r=4g (ymeb" CL) ’ (5)
where a is the vector of the model parameters.

This solution is treated (understood) as a surrogate
modelling of the estimation of the inverse function on
the basis of available data [46-49]. If we have a suffi-
ciently large set of data representative of the observed
phenomenon, a statistical inverse relationship (Eq. (5))
can be built on the basis of measurements. Gathering the
relevant data is not possible in all inverse problems. The
inverse operator can then be trained on the basis of simu-
lations, i.e. multiple solving of the direct problem. The
operator as a function expressed by Eq. (5) is an explicit
operator; the method shown in Eq. (4) is an implicit ope-
rator [50, 51]. If it is possible to build an inverse function
(inverse model), then for each measurement vector a vec-
tor of the demanded values is unequivocally determined.
In the case of the iterative (or optimisation) approach,
the function representing the direct problem is calculated
repeatedly. In addition, in the iterative gradient methods
a derivative function must be determined at each itera-
tion. Therefore, in the case of direct physical models
of complex structure and high numerical requirements,
construction of simplified models is used to represent not
only the transfer function but also various derivatives.
This is to significantly accelerate the iterative process.
Sometimes a simplified model can directly be based on
empirical data. They can be used to determine the coef-
ficients of the model based on physical theories, or to
build a purely empirical model. The data set can also
come from simulation. It can be used to build a direct
as well as an inverse model. So the inverse algorithm
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(retrieval algorithm) can be based on the inversion pro-
cedure, using a direct model (Eq. (4)), or on building a
inverse model based on a data set (Eq. (5)). The nume-
rical operator determining the sought quantities using a
direct model does not have an overt form. The statisti-
cal model in the form of Eq. (5) assumes the existence of
an explicit form of the inverse operator. A mathemati-
cal model of a particular form must be selected here, in
which on the basis of the data the sought quantities are
calculated. Inverse models as well as direct, data-based
ones can be built using regression methods that require
assumptions relating to pre-form projection or may be
based on the universal non-linear approximation such as
neural networks. The method based on empirical data is
used in a few cases, but especially when the physical mo-
del of a phenomenon (or process) is not available or too
complicated, particularly due to a large number of para-
meters which are difficult or impossible to determine.

If the data for the inverse model building are synt-
hetically generated by modelling, such methods may be
called hybrid ones. The basic problem of explicit inverse
models is the inability to give the parameters of such mo-
dels a physical sense. This is rather reserved for models
based on physical laws. In the case of data-based models,
giving their parameters a physical sense is in principle
only possible for linear cases. In the case of nonlinear
models using a universal non-linear approximation such
as neural networks we are dealing with black-box models.
For such methods it is important for the learning data to
include the expected range of conditions. Besides them,
the properties of the method may be very weak.

3. Method of radiation intensity ratios
at multiple wavelengths

Building statistical models of a phenomenon is prece-
ded by the choice of input data as well as proper trans-
formation about them. Creating a model always requi-
res gathering a maximum of knowledge about the object.
Creating a data-based model consists of the learning pro-
cess that seeks the relationship between the input and
output quantities. These relationships are often called
mappings. What is most commonly understood here is
both the search for the structure of the model and its pa-
rameters. Such a process for the artificial neural network
algorithms is referred to as training.

For remote spectral measurements input data is the
absolute intensity of radiation for each wavelength. The-
refore, the primary requirement for correct remote mea-
surements is absolute radiometric calibration of the me-
asuring instrument. The study [52] shows the possibility
of using the ratios of the intensity of several spectral li-
nes to determine axisymmetric temperature profiles. It
was assumed that the gas content is uniform throughout
the path and contained within the specified limits. Rati-
oning techniques do not require the advanced method of
radiometric calibration. In the method of ratios we are
interested only in the relative intensity of radiation for
each wavelength.
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For purposes of the numerical analysis of the issue a si-
mulated data was prepared using HITEMP database [53].
The data set comprising 2121 samples of temperatures
from 350 to 450 K and a content of between 1% and 5%
COg at 20 cm. The collection was divided into a learning,
validating and testing part. The first neural model was
constructed to determine the gas content. A model of a
multilayer perceptron with one hidden layer was used. A
process of learning and testing the networks was repea-
tedly made with different initial values of the weights in
the individual layers. The learning process was repea-
ted for different configurations of the network with the
number of neurons in the hidden layer between 4 and 10.
For 10 neurons the value of the mean square error was
3.5 x 107*%, for 4 neurons this value was 0.03%. An ex-
ample of error distribution for a network of 6 neurons is
presented in the form of a histogram in Fig. 6. As optimal
can be regarded the models of 6-8 neurons, whose mean
square error oscillates around the value of 0.001-0.005%.
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an inverse model.

A similar procedure of neural model construction was
carried out for determining the temperature. The value
of the mean square error for the model with 8-10 neurons
for the entire data set was 0.015-0.027 K. For 4-7 neu-
rons the mean square error was 0.03—0.06 K. Figures 7, 8
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Fig. 8. Histogram of the relative error for temperature
mapping.

present the characteristics of errors of the neural model
for 8 neurons in the hidden layer. Distribution of abso-
lute errors for the entire range of temperatures is shown
in Fig. 7. A histogram of absolute errors is shown in
Fig. 8. As can be seen, errors greater than 0.05 K occur
only at the ends of the compartment under consideration
and do not exceed 0.2 K.

4. Conclusions

The paper presents the problem of determining infor-
mation based on remote spectral measurements as an in-
verse problem of the interpretation of indirect measure-
ments. This approach uses the knowledge of the physical
foundations of the issue in question, as well as mathe-
matical modelling. The study demonstrated the possibi-
lity of building a model mapping temperature and COo
content based on simulation data and using a radiation
spectrum in the range of 23802395 cm™!. It proposed
a new type of transformation of the spectrum and then
using it as an input vector of the model. The trans-
formation involves the use of intensity ratios at several
wavelengths. This is a new method of spectrum para-
metrisation, which also reduces the dimensionality of the
input data. From the measuring perspective the biggest
advantage of this method is to eliminate the problem of
radiometric calibration. From the numerical perspective
the method is characterised by a reduction in the com-
plexity of the inverse algorithm.
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