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This lecture will introduce and revise recent experimental developments on correlative laser-assisted atom probe
tomography and optical spectroscopy, with a particular attention to the domain of semiconductor nanostructures.
The main goal of correlative microscopy is to gain a deeper insight in materials science studies. For the materials
scientist, indeed, the possibility of establishing a link between optical spectroscopic properties of a given system and
the reconstruction of its 3D structure and composition by atom probe tomography yields an unprecedented insight
into the complex influence of the structure on the electronic states and on the optical transitions characterizing
the system. This lecture will therefore revise the different approaches by which it is possible to correlate optical
spectroscopy experiments — in particular micro-photoluminescence with atom probe tomography and, possibly,
with transmission electron microscopy. Dedicated sample preparation protocols and recent case studies will be
reported. Finally, a perspective approach will be introduced, in which the same femtosecond laser pulse could be
exploited not only for triggering ion evaporation, but also photon emission in situ in the atom probe itself.
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1. Introduction

Atom probe tomography (APT) is a technique allowing
for the 3D reconstruction of the elemental composition of
a nanoscale volume of a sharp (apex radius <∼ 100 nm)
specimen tip. It is based on the controlled field ion evapo-
ration of the atoms at the tip surface and on their analysis
through a position- and time-of-flight-sensitive detector,
as schematized in Fig. 1a. The data accumulated dur-
ing this controlled erosion of the specimen are collected
and subsequently elaborated in order to reconstruct the
3D distribution of the constituent chemical species. It be-
comes then possible to reproduce sizes, shapes and chem-
ical composition of nanoscale functional systems, access-
ing features that are beyond the reach of other nano-
and atomic-scale instruments such as the transmission
electron microscope (TEM) and the scanning tunneling
microscope (STM) [1–3]. Since the 1990’s, the control
of field ion evaporation was carried out though voltage
pulses, which was inadequate to the analysis of non-
metallic materials due to the propagation delays and to
the bleaching of the voltage pulse towards the apex of the
tip. The recent development of laser-assisted atom probe
tomography (La-APT) [4] has made it possible to ana-
lyze a large variety of non-metallic nanostructures [5–7].
Among these structures, there are functional materials
of particular interest because of their optical properties,
such as the quantum dots shown in the 3D reconstructed
volumes of Fig. 1b,c: for instance, because they can effi-
ciently emit photons of a given energy and polarization,
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because they can emit single photons on demand, or be-
cause they can selectively absorb a certain interval of
wavelengths. In many cases, the optical properties of
nanoscale systems result from their structure and com-
position, which immediately makes it clear why it is in-
teresting to analyze them by APT. The knowledge of
the structure and composition of semiconductor quan-
tum wells, quantum dots and nanocrystals or of metal
nanoparticles at the nanoscale and in 3D opens the way
to a complete understanding of their optical properties.
This consideration is at the base of most of the present
lecture, in which it will be dealt with the problem of
connecting optical spectroscopic information with atom
probe data at different levels of complexity and accuracy.

If the connection between optical properties and struc-
tural APT data is nowadays a reality with growing im-
portance in the domain of nanosciences, there is another
perspective interest in connecting optical spectroscopic
information and La-APT, still requiring some instrumen-
tal development effort. In La-APT indeed the sample,
a sharp tip containing a nanoscale functional structure
is illuminated by a pulsed laser in order to trigger the
ion evaporation. It is therefore possible to imagine that
the same laser beam could be used in order to trigger
photon emission and field ion evaporation. Similarly, the
presence of specifically absorbing or scattering structures
within the tip could leave a trace in the transmitted
beam. The realization of an optical bench in situ in-
side an atom probe would open further possibilities for a
more in-depth study not only of the properties of particu-
lar nanoscale structure, but also of the physical processes
governing field ion evaporation itself.

(A-7)
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Fig. 1. (a) Schematics of an Atom Probe Tomography experiment; (b,c) 3D reconstruction of a GaN/AlN Stranski-
Krastanov quantum dot system; notice that (b) and (c) constitute a stereogram, and may be looked at with the left
and the right eye, respectively, in order to obtain a pleasant 3D impression.

2. Relationships between chemistry, structure
and optics in semiconductor nanostructures

Under the expression “optical properties” of a given
system there is included a large amount of informa-
tion, relative to the interaction of the system with the
electromagnetic field of light. This information may con-
cern the fundamental electronic transitions giving rise
to photon absorption, emission or scattering, but also
the way the light couples to the system, for instance
through waveguide or antenna effects. This lecture will
deal with selected optical properties relative to light emis-
sion, mainly under photon excitation, i.e. what can
be retrieved by performing photoluminescence (PL) or
micro-photoluminescence (µPL) spectroscopy. It will also
mainly deal with a specific subset of nanoscale systems,
i.e. semiconductor heterostructures such as quantum
wells and quantum dots.

In this above defined framework, optical emission spec-
troscopy can measure the following quantities relative to
the emitted light:

O1. Energy (wavelength);

O2. Polarization;

O3. Intensity;

O4. Temporal evolution.

The study of the time evolution of the above quantities
is possible in a time-resolved setup, based on pulsed ex-
citation. The parametric dependence of spectral infor-
mation on temperature, pressure, strain, applied elec-
tric/magnetic field, etc. is also possible, provided the
experimental setup has been properly designed. This op-
tical information may be related to the structural prop-
erties of the system, some of which are best accessed
by APT:

S1. Size and shape of the emitting region;

S1. Chemical composition of the emitting region;

S3. Uniformity of the chemical composition (statistical
alloy distribution, clustering, etc.);

S4. Presence of interfaces and their definition (abrupt
or diffuse, smooth or rough, etc.);

S5. Presence of extended structural defects with a
chemical trace (impurity segregation).

It is worth noticing that not all structural properties hav-
ing an influence on the emission properties of a system
are accessible by APT. Some of them are hardly, or not
at all, accessible by APT:

S6. Presence of extended structural defects (stacking
faults, dislocations) without a chemical trace;

S7. Presence of single impurities within specific regions;

S8. Intrinsic point defects such as interstitials or
vacancies;

S9. Crystal symmetry and orientation†;

S10. Strain state.

This shows that the combination of APT and optical
spectroscopy may provide the researcher with an ex-
tremely rich amount of information about the interplay
between structural and optical properties, but also that

†The crystalline symmetry and orientation could in principle be
assessed by field ion microscopy (FIM) within an atom probe. Such
studies are still quite rare for semiconductor tips and not always
conclusive, which makes this an interesting domain of research to
be developed in the next few years.
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this information might not be exhaustive, and that com-
plementary analyses could be necessary in order to back
up the conclusions.

In the following sections, the way in which structural
properties determine optical properties will be made
more explicit in the case of semiconductor heterostruc-
tures. The information provided here is necessarily suc-
cinct, but the provided references guide the reader to-
wards specific and more detailed didactical literature.

2.1. Bulk semiconductors
In bulk semiconductors the fundamental optical tran-

sition in the NIR-Vis-UV range is the bandgap transi-
tion. Bulk semiconductors strongly absorb photons with
energy higher than the bandgap, while the absorption of
lower-energy photons is weaker. The absorption strength
may vary from direct-bandgap semiconductors, in which
the photon may be absorbed directly without creating
or absorbing lattice vibrations (phonons) and which ex-
hibit a stronger absorption, to indirect semiconductors,
in which a phonon must be absorbed or emitted in or-
der to have the photon absorbed. In this latter cate-
gory of semiconductors (to which belong Si, Ge, SiC)
the absorption is a three-body process, which makes it
less probable, and therefore weaker, than the two-body
process of direct semiconductors. This also has conse-
quences on the emission properties of the semiconduc-
tor: as a general rule, direct bandgap semiconductors can
be used as active (emitting) elements in optoelectronics,
while indirect semiconductors still may be used as pas-
sive elements (waveguides or absorbers). The dispersion
relation (also called E–k diagram) of a bulk direct semi-
conductor is schematically depicted in Fig. 2a. The con-
duction and valence bands are approximately represented
as parabolas, while the distance between the top of the
valence band and the bottom of the conduction band is
the energy bandgap (or shortly, gap) Eg. The bandgap
is characteristic of the material, and depends on its
chemical composition and on its crystal symmetry; this
means, for instance, that polytypes with identical com-
positions but different crystal symmetry will have dif-
ferent bandgaps (e.g. SiC: 2H, 4H, 3C have Eg = 3.33,
3.265, 2.39 eV, respectively [8]). It also means that the
bandgap can be continuously tuned by controlling the
chemical composition of binary, ternary or quaternary
alloys (e.g. SixGe1−x, InxGa1−xAs, InxGa1−x−yAlyAs)
during the synthesis of the material. The way how the
gap of the InxGa1−xN alloy varies with the x of InN alloy
fraction is represented by the blue dashed line in Fig. 2i
for 0 < x < 0.3. In general, the dependence of the
bandgap on the alloy fraction for alloys with binary com-
ponents A and B (e.g. Si + Ge, or InN + GaN) can be
described in the framework of the so-called virtual crys-
tal approximation (VCA) as a weighted average of the
properties of the single components A and B (the Vegard
law), corrected with a bowing parameter bAB [9]:
Eg (AxB1−x) = Eg (A)x+ Eg (B) (1 − x) + bABx(1 − x).

The VCA holds for a large class of random alloys, but is
not applicable to alloys exhibiting spontaneous ordering,
and is also not adapted to the description of alloys such as
dilute nitrides [10]. The relationship between the gap and
the chemical composition becomes in these cases more
complex.

On the other hand, the insertion of donor or accep-
tor impurities does not have an important effect on the
bandgap of a semiconductor, unless the doping density
attains particularly high values, giving rise to phenom-
ena such as the Burstein–Moss shift due to the occupancy
of a large quantity of available states in the bands by free
carriers promoted from the impurities, or bandgap renor-
malization due to the self-energy of free carriers them-
selves. Such impurity densities depend on the properties
of the host material [9].

In a semiconductor, the fundamental emission takes
place across the bandgap. However, photons may have
energies slightly differing from Eg because of many-body
effects. Free electron–hole pairs, for instance, may bind
together to hydrogen-like states called excitons, and then
recombine radiatively producing photons with an energy
hν < Eg [9].

The composition of a semiconductor alloy measured by
APT is thus a first quantity that could be related to its
optical emission or absorption properties.

Further emission mechanisms may arise if specific de-
fects induce the presence of electron states within the gap
(deep levels, at energy EDL). Some of these levels may
yield radiative recombination. Examples for this behav-
ior are the intrinsic defects giving rise to deep lumines-
cence bands in GaN, or luminescent impurities, such as
rare earth ions, which can be inserted into the host ma-
trix during the synthesis [11]. This impurity concentra-
tion, if higher than ≈ 1018 cm−3, can be studied by APT.

2.2. Heterostructured semiconductors
and low-dimensional systems

In semiconductor heterostructures, semiconductors
with different bandgap are arranged in order to occupy
different spatial regions. The primary goal of this ap-
proach is the so-called band engineering, i.e. the pos-
sibility of designing semiconductor systems with spe-
cific electronic properties, which constitute the functional
building block of electronic and optoelectronic devices
such as high electron mobility transistors, light-emitting
diodes, laser diodes, single photon emitters or photode-
tectors. In many cases, such specific properties are ob-
tained by confining the electron and/or hole states in ex-
tremely narrow planes (several nm), cylinders or islands.
This confinement makes wave-like properties of electrons
in solids measurable, and is therefore a quantum phe-
nomenon [12]. In the following, we will summarize the
basic features of selected heterostructure systems and the
influence of the structural properties accessible by APT
on their optical emission properties. The reader inter-
ested in the physics of low dimensional systems can refer
to several textbooks for further details [12–15].
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Fig. 2. (a) Scheme of electronic state excitation by photons or electrons with energy above the bandgap of a semi-
conductor, subsequent relaxation of electron (hole) to the bottom of the conduction (valence) band, and final radiative
recombination of carriers yielding the emission of a photon with energy roughly equal to the bandgap. (b) Scheme
and (c) HR-STEM image of a quantum well. (d) Scheme and (e) HR-STEM image of a Stranski–Krastanov quantum
dot. (f) Potential profile and confined electron and hole energies and wave functions (sub-bands) within a rectangular
quantum well of a given composition and thickness. Parts (g) and (h) show how the energy of the states and of the
main radiative recombination evolve with quantum well composition and thickness, respectively. (i) Calculation of the
recombination energy within an InxGa1−xN/GaN quantum well defined on the m-plane of the wurtzite GaN crystal as
a function of InN alloy fraction and quantum well thickness. The bulk InGaN bandgap is also traced for reference.

2.2.1. Quantum wells
In the simple picture, such as that represented

in Fig. 2b, a quantum well (QW) is a thin flat layer (thick-
ness tQW) of semiconductor with a gap Eg,QW synthe-
sized between two — generally thicker — layers of semi-
conductor with bandgap Eg,barr > Eg,QW. An example
of InGaN/GaN quantum well observed by high-resolution
scanning electron transmission microscopy (HR-STEM)
is also reported in Fig. 2c. If the bands of the differ-
ent semiconductor phases align in such a way as that
is reproduced in the scheme of Fig. 2f–h, the band pro-
file across the quantum well is such that both electrons
and holes can be confined within the well. Carriers in a
quantum well are confined only in the growth direction
(here denoted as z), but they can freely move along the
quantum well plane (x, y). They thus possess in-plane
energy levels which depend on their in-plane wave vec-
tor, and are distributed in 2D bands. The total carrier
envelope function — we neglect here the lattice periodic
wave function — is the product between the confined
wave function ψn(e,h)(z) and a plane wave exp(ik · r)
with r = (x, y). The Schrödinger equation of the system
may thus be separately solved for the in-plane and the

on-axis components. The on-axis solution yields a set
of discrete levels, called subbands. The subband energy
can first be estimated by approximating the barriers as
infinitely high. In this ideal case, the energy En(e,h) of the
electron/hole subbands can be indexed as follows [12]:

En(e,h) =
~2π2n2

m∗e,ht
2
QW

, n = 1, 2, 3, . . .

while the wave functions ψn(e,h)(z) are completely con-
fined within the quantum well and are given by

ψn(e,h) (z) = An sin

(
πnz

tQW

)
.

Here, m∗e,h is the electron (hole) effective mass, which
also depends on the QW composition‡, while An is the
normalization constant satisfying the condition that the

‡A corresponding expression of the Vegard law may also be
defined for the effective mass in alloys. We neglect here the possible
anisotropy of the effective mass and the fact that more than one
valence band may be involved in the determination of hole states.
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integral of the squared wave function over z is equal to
unity. One of the main effects of quantum confinement
is that the electron and hole ground states do not lie
at the bottom of the conduction or valence bands char-
acteristic of the QW phase, but are lifted by a certain
amount, which is called the confinement energy, E1(e,h).
Going back to a real quantum well, the finiteness of
the barrier energy gaps yields an evanescent but non-
zero wave function within the barriers and a decrease
of the subband energy En, as depicted in the schemes
of Fig. 2f–h. The wave function becomes thus progres-
sively less confined with decrease of barrier gap. Further-
more, a finite number of subbands can be accommodated
in a QW with a finite barrier height.

The main optical emission taking place within a quan-
tum well involves the electron and hole ground states.
As a first approximation, the emission energy is thus

Ee,h = E1e + E1h + Eg,QW.

The terms appearing in this quantity all depend on the
quantum well composition. The terms E1e,h also de-
pend on the barrier composition and on the quantum
well thickness tQW. The way optical emission energies
vary with varying well composition and thickness are
schematically depicted in Fig. 2g,h: a decrease in the
QW bandgap yields a decrease of Ee,h, while a diminu-
tion of the QW thickness yields its increase. This is also
exemplified in the calculation reported in Fig. 2i in the
case of non-polar§ InGaN/GaN quantum wells.

Real quantum wells are of course more complex than
the basic picture introduced here. The interfaces may
be not properly defined, because of roughness or of al-
loy concentration gradients. Alloy clustering within the
quantum wells may occur as well. Defects may be present
as well. Some of these structural features may be prop-
erly addressed by atom probe, while for a complete un-
derstanding of the influence of all structural properties
on photon emission a more complex approach is needed,
involving for instance a complementary atomic-scale mi-
croscopy technique.
2.2.2. Quantum dots

Quantum dots (QDs) are islands of semiconductor with
bandgap Eg,QD embedded into a semiconducting matrix
of larger bandgap Eg,barr > Eg,QD. There are nowadays
different methods for synthesizing such structures, such
as the Stranski–Krastanov (SK) growth, droplet quan-
tum dots, colloidal quantum dots, or quantum dots in
nanowires. The scheme reported in Fig. 2d and the HR-
STEM image of Fig. 2e illustrate the configuration of SK,
whose strain-driven formation occurs on a wetting layer

§In polar crystals, heterostructure interfaces defined on polar
planes yield a buildup of a static 2D charge density at the inter-
faces, due to pyroelectric and piezoelectric effects. These sheet
charges induce large electric fields (order of several V/nm in III-
nitrides) which significantly affect the energy profile and the elec-
tronic states. See Sect. 2.2.3 for further information.

with the same composition of the dot deposited onto a
flat substrate. The main difference between the quantum
well and the quantum dot, is that in the dot the carrier
wave functions are confined in the three dimensions. This
no longer gives rise to energy quantization in one direc-
tion with the formation of subbands, but to the definition
of discrete energy levels, analogously to those of isolated
atoms. Even if there are important differences between
individual atoms and quantum dots, the QD scheme al-
lows for an easy manipulation of discrete and well-defined
electron states, with important applications in the frame-
work of single photon emission, quantum cryptography,
and for fundamental quantum mechanics studies. As a
first rough approximation, the energies and the envelope
wave functions confined in a rectangular parallelepiped-
shaped QD embedded into an infinitely high barrier are
given by

En(e,h) =
~2π2

m∗e,h

[(
nx
tx

)2

+

(
ny
ty

)2

+

(
nz
tz

)2
]
,

nx,y,z = 1, 2, 3, . . .

and

ψn(e,h) (r) =An sin

(
πnxx

tx

)
sin

(
πnyy

ty

)
sin

(
πnzz

tz

)
respectively. Here, nx,y,z are positive integers, while
tx,y,z are the QD size in the each dimension. The possible
anisotropy of the effective mass is not taken into account
here, but could add a dependence on the crystal orienta-
tion and symmetry. In the case of real QDs, the finite-
ness of the barrier will influence the wave function and
energies of the confined levels. Real quantum dots also
do not generally have a parallelepiped shape. In the SK
case, they rather have the shape of a truncated pyramid,
while in nanowires they can be elaborated as cylindrical
or also have more complex shapes due to alloy segregation
and fluctuation effects. Furthermore, the composition of
a QD could be non-uniform, as strain effects may lead
to segregation of alloy components within the system.
What should be underlined here is that both the 3D com-
position of the QD/barrier system and the 3D shape of
the QDs determine the electronic and optical properties
of a QD of a given crystalline symmetry. The interest
of their study by APT resides therefore in the fact that
only this technique currently allows for a reconstruction
of their 3D shape and composition, and therefore for an
in-depth understanding of the connection between optics
and structure of the system.

2.2.3. Quantum confined Stark effect
Another interesting consideration which could relate

APT and optical spectroscopy is the following: in semi-
conductor quantum confining systems, the PL emission
energy as well as the absorption edge may be influenced
by the presence of an electric field. This field could be
(i) an internal field, such as in polar heterostructures,
or (ii) an externally applied field. This is known as the
quantum confined Stark effect (QCSE) [16], and it can
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be exploited in optoelectronic devices such as modulators
and tunable absorbers [17].

Case (i) is illustrated in Fig. 3a,b, and may appear in
semiconductors having crystal directions without inver-
sion symmetry, such as the [0001] in the case of wurtzite
crystals. The most studied system exhibiting polar prop-
erties leading to QCSE is the III–N system. If a spon-
taneous polarization develops and if this polarization is
different for the different heterostructure phases, a static
sheet charge builds up at heterointerfaces. This is a
pyroelectric effect, and the sign of the charge depends
on the polarization value in phases A and B constitut-
ing the heterointerface and whether phase A precedes
or follows phase B along the polar direction. If, more-
over, a heterostructure phase is coherently strained on
another, the strain may set up a further polarization¶,
leading to an increase in the absolute value of the sheet
charge at the heterointerfaces — a piezoelectric effect.
The buildup of sheet charges of opposite signs at het-
erointerfaces translates into the presence of an electric
field within the quantum structure (or better, an electric

field discontinuity across the heterointerfaces). In nitride
quantum wells and dots, sheet charges may be of the or-
der of ≈ 10−2 C m−2 and internal fields of the order of
the V/nm [18]. As illustrated in Fig. 3a, the effect of the
electric field is to reduce the electron and hole energies
with respect to the flat-band case, and also to spatially
separate the wave functions of electron and hole. This
translates into modifications of the radiative recombina-
tion energy and intensity. Furthermore, the modification
to the energy levels also depends on the thickness of
the quantum confining structure. Figure 3b illustrates
the dependence of the cathodoluminescence energy of
GaN/AlN quantum discs‖on their thickness. The exper-
imental data show that the emission energy decreases
well below the energy gap of GaN with increasing quan-
tum disc: this would not be the case, as shown by the
blue line — a calculation of the emission energies — if
there was no field inside the well. The behavior of the
experimental data indicates that a field discontinuity of
around 0.4 V/nm occurs between AlN barriers and GaN
discs [12].

Fig. 3. (a) Potential profile and confined electron and hole energies and wave functions in a rectangular quantum
well exhibiting the buildup of an internal field - the term Ee,h refers to a zero-field system; (b) study of the quantum
confined Stark effect in GaN/AlN quantum discs embedded in a nanowire and with hetero-interfaces defined on the
polar (0001) planes – a STEM micrograph of the nanowire heterostructure is reported in the inset; the plot shows the
dependence of the cathodoluminescence emission energies on the quantum disc monolayer (ML) thickness, with the
blue line indicating the predicted values if no field was present (Adapted from [19]). (c) Potential profile and confined
electron and hole energies and wave functions in a rectangular quantum well across which an external field is applied;
(d) study of a CdSe/ZnSe quantum dot embedded in a Schottky junction – the scheme is reported in the inset; the plot
shows dependence of the PL emission energy on the electric field applied to the junction (Adapted from [20]).

Case (ii) is illustrated in Fig. 3c,d. An electric field
can be applied externally on a quantum confining sys-
tem. Most frequently, this is done by embedding the

‖Piezoelectric polarization may also set up in cubic crystals,
as anisotropic strain may lift the inversion symmetry and modify
the charge distribution so that a polarization builds up along a
previously non-polar crystal direction.

‖The quantum disc is a system with optical properties analo-
gous to the quantum well. Unlike the quantum well, it is limited
in 3D, but with a higher aspect ratio between the radial and the
axial size. Electron and hole states are not effectively quantum-
confined along the radial direction, only along the axial direction,
like in a QW.

system in a p–n or the Schottky junction, but QCSE in-
duced by contactless techniques has been demonstrated
as well [21]. In this way, it is possible to study the
parametric dependence of the radiative transition ener-
gies and lifetime on the applied field. Figure 3c shows
how the potential energy profile of a quantum well un-
der an externally applied electric field looks like, while
in Fig. 3d is shown the dependence of the PL energy of
an excitonic emission measured in a CdSe/ZnTe QD em-
bedded in a Schottky junction. It is interesting to notice
that, as the dot is inside the depletion region of the junc-
tion, the built-in field of the junction is balanced when
an externally applied bias produces an opposite field of
around −0.01 V/nm.
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Typically, quantum confining structures exhibit mea-
surable Stark shifts with field values of the order of some
fractions of V/nm. The magnitude of such fields should
be compared with the surface field applied to an atom
probe tip, which is of the order of some tens of V/nm: if

only a fraction of this high field would penetrate inside
a field emission tip containing an optically active quan-
tum emitting system, a significant Stark shift would be
induced in its transition energies.

TABLE I

Experimental approaches for connecting optical properties and atom probe data of semiconductor nanostructures.

Experimental
approach

Description Available information Limitations

Statistically
correlative

Optical spectroscopy and
APT performed on different
nanoscale parts of the same
macroscopic sample

Optical ensemble properties, se-
lected structural properties of
nanoscale-sized samples.

The connection between optics
and structure is statistical.

Strictly
correlative

Optical spectroscopy and APT
performed subsequently on the
same nanoscale object

Close correspondence between
optical and structural proper-
ties.
In the case of a single emitter,
exact correspondence.
Further correlation with HR-
TEM possible.

Extremely careful sample
preparation needed, high risk of
failure due to multiple sample
manipulation.
Possible negative impact of FIB
on optical properties.
Correspondence lost if optical
emitter is outside the APT field
of view.

Coupled, in situ Optical spectroscopy and
APT performed on the same
nanoscale sample in situ within
the atom probe

Compact correlative approach,
minimization of manipulation-
related specimen fracture.
Possible spectral profiling dur-
ing tip erosion. Exact corre-
spondence between optical and
structural properties even for
multiple emitters within a sin-
gle sample.
Study of effect of the applied
DC electric field on the optical
properties.

Same limitations as in the cor-
related approach.
Need of matching sample tem-
perature, applied field and inci-
dent laser energy in order to si-
multaneously perform APT and
optical spectroscopy.
Further correspondence with
HR-TEM not possible if optical
properties need to be preserved.

3. Experimental approaches

The experimental connection between optical spec-
troscopy and atom probe can be established by different
means, depending on the available experimental facilities,
on the desired degree of accuracy and on the system un-
der study. In this chapter, the experimental approaches
have been classified as follows:

• Statistically correlative approaches, in which dif-
ferent (possibly nanoscale) subsystems of a given
macroscopic system (a thin film, or a nanowire ar-
ray, for instance) are studied separately by optical
spectroscopy and atom probe tomography. This
approach has become quite common in semicon-
ductors nanosciences, as it does not present any
major blocking point from the experimental point
of view.

• Strictly correlative approaches, in which the same
nanoscale system is studied before by optical spec-
troscopy, and after by APT. This approach is quite
challenging, as it is not obvious to prepare an atom
probe sample (or a system with size close to an

atom probe sample) preserving its optical proper-
ties. Also, not any optically interesting nanoscale
system is adapted to a correlated study.

• Coupled, in situ approach, in which an optical spec-
troscopy bench is implemented in an atom probe in-
strument, allowing for in situ optical study within
the atom probe itself. This approach has not been
demonstrated yet, but its feasibility is under study.

The main features, advantages and drawbacks of these
three classes of approach are summarized in Table I and
will be discussed in the following sections, reporting and
explaining selected examples issued from recent studies.

3.1. The statistically correlative approach

By a statistically correlative study is meant a set
of experiments performed by optical spectroscopy and
APT on different parts of the same macroscopic sample.
In practice, this could consist for instance in studying the
macroscopic PL from a large surface of a thin film sam-
ple and in the extraction of a field emission tip to study
by APT, or, as another example, in the study of a given
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set of ensemble or individual nanowires by optical spec-
troscopy, and in parallel by the APT study of another set
of nanowires. Thus, the comparative experiment relies on
the assumption that the sub-systems studied by optical
spectroscopy and APT are statistically representative of
the overall properties of the macroscopic system studied.
This does not mean that it is not possible to draw conclu-
sions on the microscopic causes of the optical properties
under analysis, only that the conclusions will be statis-
tical in nature, and that a more complex approach is
needed in order to correlate the structural properties of
a given microscopic system imaged by APT and its own,
individual optical properties. However, the statistically
correlative approach has already proven to be very pow-
erful for understanding the influence of structure on the
optical properties of a larger and larger class of systems.
In the following, three instructive examples of optical and
APT studies will be illustrated in more detail.
3.1.1. GaAs/AlGaAs nanowire heterostructures and
quantum dots

Another example of comparative optical-structural
study by µPL and APT is relative to core-multishell
GaAs–AlGaAs nanowires. The structure of such a
nanowire is reported in Fig. 4a. These structures ex-
hibit narrow line and single photon emission at energies
higher than the GaAs bandgap, as shown in the spectrum
and in the peak histogram of Fig. 4d,e, indicating that
quantum dots may have formed within the AlGaAs shells.

The AlGaAs shells are not uniform indeed, as shown in
the cross-sectional TEM image of Fig. 4b. Segregation of
Al takes place along the (101̄) planes of the cubic crystal
(the nanowire axis is oriented along the [41̄1] direction)
at the vertices of the hexagons defining the shell bound-
aries. It was also found by TEM that at the outer edge
of the Al segregation region, nanometer-sized Al-poor re-
gions may form, with facets defined on the (11̄2̄) , (2̄11),
and (121) planes. These regions may confine electrons
and holes, and can be therefore considered as quantum
dots [22]. However, TEM could not indicate how deep
these regions extend over the [41̄1] axis, and how the
axial interfaces are defined.

These structures were therefore analyzed by APT, in
order to verify the information about the QDs found
by TEM and to further investigate the alloy distribu-
tion in the shell regions outside the segregation planes.
A total of 5 wires, with an average depth of analysis
of 400 nm/wire were studied by APT. As the wire section
is quite large, and focused ion beam (FIB) is necessary
in order to obtain sufficiently sharp tips, the imaged wire
section is much smaller than the whole wire cross-section;
however, it is still possible to image correctly the AlGaAs
shell, including one or two Al segregation planes. Such
a reconstructed volume is shown in Fig. 4c. The isosur-
faces at 8% and at 42% AlAs fraction threshold, in red
and blue, indicate the boundaries of the AlGAs shell and
of the segregation planes, respectively.

Fig. 4. (a) Scheme of the core-multishell GaAs/AlGaAs nanowire structure; (b) STEM-HAADF image of the cross-
section of a nanowire: the AlGaAs shells exhibit Al segregation along the (101) planes connecting the vertices of the
hexagons, visible as bright contrast lines; (c) APT 3D reconstruction of the fraction of nanowire volume: Al atoms are
displayed in blue, while the blue (red) isosurface refers to 8% (42%) AlAs alloy fraction. (d) Sample µPL spectrum from
a nanowire, exhibiting a GaAs-related emission at 1.5 eV and multiple narrow line emission at higher energy, related
to the formation of QDs in the AlGaAs shells; (e) statistical distribution of the narrow line emission energies issued by
a large ensemble of nanowire spectra. The energies calculated for QD transitions based on the alloy density extracted
from APT data for different volume bin size are superimposed (reproduced with permission from [23]).
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Fig. 5. (a) Atom probe 3D reconstruction of the sub-volume of sample NW3 containing a QD in the AlGaAs shell,
showing the isosurfaces at 14% AlAs alloy fraction; the GaAs core and the external GaAs shell appear on the right
and on the left-hand side, respectively; (b) 2D map of Al elemental concentration, extracted from the 1 nm thick slice
corresponding to the grey dashed line in (a). The red arrows point to the QD position. (c) 3D visualization of the
AlAs alloy fraction distribution in the region of interest highlighted in (a). (The low Al density regions on the edges
correspond to the superposition of the ROI with the GaAs shell.) (d) and (e) Wavefunctions of the single-particle
ground states of electron (d) and heavy hole (e) calculated in the framework of an effective mass approximation for the
alloy distribution in (c) (reproduced with permission from [23]).

In the present set of studies, no evidence for QDs at the
position and with the shape found in Ref. [22] was estab-
lished. However, it appeared quite clearly that the alloy
distribution out of the segregation planes is not uniform,
and that strong fluctuations may take place, as visualized
in Fig. 5a–c. Such fluctuations may be so strong to yield
efficient electron and hole confinement. Figure 5c reports
the AlAs fraction map issued from APT data. The red
arrow points to a strongly Al-poor region, or, in other
words, to a quantum dot defined by an AlAs concentra-
tion gradient within the AlGaAs shell. Such a feature is
extremely difficult to reveal by other means than APT,
but has all features of a QD, as it can efficiently con-
fine electron and hole levels in 3D. In order to verify the
found QD could be compatible with the spectral prop-
erties as measured by PL, the AlAs fraction map was
fed into the Schrödinger–Poisson solver Nextnano [24].
The calculated wave function shapes for electrons and
heavy holes, calculated in the framework of an effective
mass approximation, are shown in Fig. 5d,e. It is also
noteworthy that the recombination energy is compatible
with the peak histogram reported in Fig. 4e. However,
it must be underlined that due to the extremely small
size of the dot, the definition of the alloy fraction map
and, consequently, the calculation of the e–h wave func-
tions and energies are very sensitive to the volume bin-
ning size — cubic binning volumes were adopted here —
and smoothing. In the shown calculations, no smooth-

ing or delocalization were performed on the atom impact
positions, as this would artificially decrease the confine-
ment and increase the emission energy to values close
to the average bandgap of the AlGaAs matrix. For the
same reason, no binning size larger than 2 nm (i.e. about
one half of the dot width) was considered. On the other
hand, binning sizes smaller than 0.5 nm were not sta-
tistically sound, and were not considered either. This
example shows therefore not only the advantages of the
comparative PL and APT study, but also its limits: for
extremely small objects such as the QD above, the un-
certainties related to the spatial resolution of APT and
to the statistical analysis of atom counts in small vol-
umes translate into a large uncertainty of the predictable
optical properties.

3.2. The strictly correlative approach

A strictly correlative experiment at the nanoscale con-
sists in the study with different techniques of the same
nanoscale object, or of a set of nanoscale objects, each
of which is addressed individually by the two techniques.
The gain in information that can be achieved by this ap-
proach is great: the link between the optical and struc-
tural information that can be achieved by comparative
approaches is statistical in nature, while a correlative
approach establishes individual links at the nano-object
level. This is why a lot of different strictly correlative
methods are flourishing in nanosciences, and this is why
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nowadays there is an increasing number of studies report-
ing on the correlation between optical emission [25] or
optical extinction properties [26] and transmission elec-
tron microscopy. However, if one considers correlating
an optical study with APT, one becomes rapidly aware
that the task is not as straightforward as for a correlation
with TEM.

The main reasons for this are the following: on the one
hand, it is difficult to study a given isolated nano-object,
subsequently transfer it onto a support tip and have it
analyzed by atom probe; on the other hand, it is not
obvious to prepare a nanoscale specimen on a support
tip that could be studied by optical spectroscopy before,
and by APT after. The first difficulty is mainly related
to nanomanipulation issues, the second one to the use
of FIB and its heavy impact on the optical properties of
nanoscale objects.
3.2.1. The FIB bottleneck

The main obstacle to the implementation of a cor-
related approach is related to the use of FIB for the
preparation of atom probe semiconducting and dielec-
tric specimens. The preparation techniques based on
FIB have been extensively treated in chapter FIB and
the reader can refer to it for further detail. Figure 6 il-
lustrates how FIB can affect the optical properties of a
given sample. The first important consideration is that
any exposure of a specimen to FIB, at any typical ion
energy, produces some extent of implantation. Figure 6a
shows the example of the trajectories of Ga ion of dif-

ferent energy impinging at normal incidence onto a GaN
volume, as simulated by SRIM [27]. Ions with energy
≈2 keV are implanted on a relatively reduced thickness
of several nm, this thickness significantly increases to
over 10 nm for 30 keV ions, which is the typical en-
ergy used for specimen milling operations. Figure 6b,c
illustrates how the ion doses used for the preparation of
Si slices, which do not differ too much from those used
in APT specimen preparation, induce the amorphization
of an external layer, whose thickness is around 2 nm
for 2 keV ions and around 20 nm for 30 keV ions [28].
This latter value is already quite close to the size of an
APT tip specimen. Moreover, ion implantation can take
place even further than the thickness of the amorphized
region, producing structural damage, extended and point
defects. The effect of this on the radiative recombina-
tion properties of a sample are illustrated in Fig. 6d in
the case of a uniformly crystalline sample. As the crys-
talline properties of the sample are preserved far from the
surface, generation of electron–hole pairs is still possible
upon absorption of a photon with energy higher than the
bandgap. However, the created carriers can easily diffuse
towards the damaged surfaces, where their nonradiative
lifetime τnr dramatically decreases because of the high
density of nonradiative recombination centers. The ra-
diative lifetime τr is unaffected with respect to the bulk
material, so the relationship τnr � τr translates into a
very efficient decrease of luminescence efficiency.

Fig. 6. (a) Trajectories of Ga ions impinging at normal incidence on GaN and at different energies, as given by SRIM
calculation [27]. (b,c) Schematics of carrier generation, radiative and non-radiative recombination processes in a tip
sample having a damaged surface: (b) represents a homogeneous tip, (c) a tip including quantum confining structures.

Before presenting with concrete data how the FIB-
induced degradation of the radiative efficiency affects real
samples, we make two important considerations meant
to guide the operator. The first one is that indepen-
dently of the implantation depth — and therefore of the
ion energy — the presence of a damaged surface is suf-
ficient to increase the nonradiative recombination rate.

Decreasing the ion energy may thus limit the damage,
but would never totally resolve the problem of surface
degradation of optical properties. The second consider-
ation is that the effect of FIB is strong because APT
specimen tips have a large surface-to-volume ratio: the
surface is always very close to the region where carriers
are generated, and diffusion towards the surfaces is an
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important process for the enhancement of nonradiative
efficiency. So, if a sample contains some structure capable
of reducing the diffusion length, this would help prevent
the carriers from reaching the surface. Furthermore, if
the diffusion-limiting structure also could locally enhance
the radiative recombination efficiency, the effect of FIB-
induced damage would not have a strong impact. This
situation is depicted in the scheme of Fig. 6e. In this
case, the presence of a multi-QW system is meant to
both limit the carrier diffusion [29] and to increase their
recombination probability once the carriers are captured
by the quantum wells. Another possibility, not shown
here, is the so-called resonant excitation, consisting in
creating carriers directly within quantum confining sub-
systems (quantum wells or dots), from which they could
not freely diffuse. In this case, the incident light should
have well-determined photon energy, between the e–h1
transition energy and the barrier energy bandgap.

Fig. 7. (a) SEM image of a long ZnO microwire pre-
pared for testing the effect of FIB on the optical prop-
erties of nanoscale systems; (b) the same nanowire after
the intentional exposure of selected squared regions to
different doses of 30 kV Ga ions (zoom in (c)) and after
annular milling of a field emission tip for atom probe
analysis by 30 keV ions and final 2 keV cleaning step
(zoom in (d)); (e) Spatially-resolved profile of the inte-
grated micro-PL signal along the wire before and after
FIB treatment, showing a strong modification of the
optical properties due to the exposure to 30 keV Ga
ions, particularly in the intentionally exposed regions
(adapted with permission from [30]).

A study of the effect of FIB on the radiative re-
combination properties of ZnO is displayed in Fig. 7.
In this study, a ZnO microwire (200 µm long, 4 µm di-
ameter) was used in order to test its resistance with
respect to both intentional and unintentional exposure
to 30 kV ions. The wire was mounted by microma-
nipulation onto a W support tip, as shown in Fig. 7a

and analyzed by spatially-resolved µPL at room tem-
perature (i.e. scanning with the laser spot along the
wire). The µPL spectra exhibited a quite uniform shape
(not shown) and integral intensity along the wire, as re-
ported in the profile of Fig. 7f. After that, the wire was
treated by FIB. A field emission tip was annularly milled
at the free extremity, while selected squared regions of
4 × 4 µm2 size were exposed to well-defined ion doses,
ranging from 100 to 1500 nC, as shown in the SEM im-
ages and in the scheme of Fig. 7b–e. However, the entire
wire surface on the FIB gun side was also unintention-
ally exposed to the ion beam due to imaging during wire
orientation, with doses which are difficult to estimate.
The µPL analysis after FIB exposure, performed under
the same experimental conditions as previously specified,
showed that the PL signal is lost — dropping below the
noise level — in all intentionally exposed regions, with
the exception of the region implanted with 100 nC: here
the signal drops by “only” almost two orders of magnitude
but is still measurable. Also the unintentionally exposed
regions exhibit a significant decrease of radiative recombi-
nation efficiency, which clearly indicates that the damage
produced by FIB in uniform nanoscale systems induces
a dramatic degradation of the radiative recombination
properties. For completeness sake, a small volume of the
field emission tip obtained from this long ZnO microwire
was also analyzed at 80 K in an atom probe [30].

3.2.2. Soft-FIB preparation protocols

This section is dedicated to adapted FIB-based proto-
cols meant to preserve the optical properties of systems
for correlated optical and atom probe analysis. Basically,
the protocol consists in a two-step FIB preparation, de-
scribed in Fig. 8. The limit of this approach is that the
two-step method prepares a structure for optical study
which is slightly to significantly larger than the final field
emission tip, weakening the correlation as the volumes
studied in the two phases are not the same. The ex-
ample reported in this figure is relative to micro-wires,
but is can be easily adapted to thin film or bulk sam-
ples. The micro-wires studied were lying horizontally on
a flat substrate, and were preliminary coated on their
upper surface with a 400 nm thick Si layer, deposited
by ion beam physical vapor deposition. This constitutes
a protective layer preventing the FIB 30 keV Ga+ ions
from penetrating inside the active region throughout the
preparation. Subsequently, as shown in the scheme and
in the SEM image of Fig. 8a, a section of a chosen micro-
wire is welded by FIB-assisted Pt–C deposition on the
flat tip of a tungsten filament inserted in an aluminum
capillary. The orientation of the wire section with re-
spect to the capillary may be recorded for retrieving
crystallographic information in the subsequent experi-
ments if needed. Then, FIB annular milling is performed
in two steps. In a first step, shown in Fig. 8b, the vol-
ume of the wire section is reduced to a small cylinder
whose diameter is of the order of 500–200 nm. The nano-
object obtained, to which we refer to as “nanochunk”, is
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then ready for the µPL experiment. The relationship be-
tween PL intensity per unit volume and nanochunk di-
ameter reported in the plot of Fig. 8d relative to a 20-fold
InGaN/GaN QW system indicates that diameters down
to 200 nm are large enough to preserve the optical proper-
ties of the multi-QW system. Data for smaller diameters
are still missing, but this study could be performed in the
future: it would be desirable, indeed, to study systems
for which this two-step protocol could be reduced to a

single-step protocol. After performing µPL spectroscopy,
a second and final annular milling step is carried out in
order to obtain a sufficiently thin tip for analysis in the
atom probe (apex radius lower than 50–75 nm). The ob-
tained field-emission tip is visualized in Fig. 8c. Note
that this tip is also transparent to electron illumination
and can be therefore analyzed in the HR-STEM before
being eroded by APT.

Fig. 8. Adaptive FIB protocol for correlated studies of an InGaN/GaN multi-QW system in a microwire: (a) A µ-sized
chunk is mounted and soldered onto a W support tip; (b) the chunk is annularly milled to an intermediate diameter
approximating that of an atom probe sample tip (nanochunk): this volume can be studied by µPL – the SEM images
refer to two different structures; (c) the nanochunk is finally milled down to the size of an atom probe sample tip and
can be studied by APT — the SEM images refer to the same structure, on which a preliminary TEM study is also
feasible. (d) PL signal per unit volume extracted from nanochunks as a function of their diameter.

3.2.3. Strategies to limit the impact of FIB
As a conclusion of this section, some recommendations

are given for an implementation of FIB protocols as re-
spectful as possible of the optical properties of the sam-
ples under study:

• Expected ion damage. The operator should keep
in mind what is the penetration depth of the FIB
in the material under study; such information can
quite accurately be retrieved through SRIM sim-
ulation. Systems in which the optically active re-
gions are isolated and sufficiently far from the sur-
faces should prove more resistant than homoge-
neous materials.

• Capping. The optically active region of the sys-
tem should be protected as long as possible during
the sample milling, for instance though preliminary
capping with a passive metal layer.

• Soft finalization. The final steps of ion milling
should be performed with low ion energies (be-
low 10 kV). This will not avoid the presence of a
damaged surface layer, but it will limit is impact as

much as possible. However, the spatial accuracy of
annular milling decreases with decreasing ion en-
ergy (the beam becomes less focused and the tip
shape develops a larger cone angle) so the operator
should find the good compromise between sufficient
spatial accuracy and reduced ion penetration.

3.2.4. FIB-free preparation protocols (nanowires)
If FIB is detrimental to a correlated optical and APT

study, specific structures exist for which the use of FIB is
not required in order to prepare an atom probe specimen.
Metals, for instance, can be electropolished to acquire the
size of a field emission tip, and they also may produce
photoluminescence, possibly assisted by plasmon-related
absorption of exciting light [31, 32]. This is a very inter-
esting domain, which is surely worth studying, but which
will not be dealt with here. Another class of materials is
semiconductor nanowires: these structures can be indeed
synthesized with large length/diameter aspect ratio, can
contain heterostructures and quantum confining struc-
tures, and are being extensively studied because of their
peculiar optical properties [33]. Provided the nanowire
diameter is sufficiently small, of the order of 100 nm or
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smaller, nanowires can be mounted on support tips and
be analyzed by µPL or other optical spectroscopy and
subsequently by APT.

FIB-free protocols for the preparation of nanowires for
correlated optical-APT studies can be various, but usu-
ally consist of three main steps:

• Nanowire pre-positioning;
• Nanowire collection and positioning on a support
tip;

• Nanowire soldering.
By nanowire pre-positioning are meant all preliminary

operations by which nanowires are separated by their
original growth substrate and transferred into suitable
positions, from which it becomes convenient to collect
them by micromanipulation under an optical or scanning
electron microscope, as schematized in Fig. 9a. This step
is mandatory if nanowires on their growth substrate are
too dense, or if they grow in directions making it dif-
ficult collect them with a support tip. In these cases,
nanowires can be transferred onto another substrate or
onto the edge of another substrate so that they are dis-
persed with a convenient density and orientation to pick
them up later. Such a transfer can take place by ultra-
sound bath of nanowires on their growth substrate, their
dispersion in a solvent, and the deposition of a solvent
droplet on a host substrate, or by mechanical transfer,
i.e. by simply scratching the growth substrate with a
host substrate. In the latter case, the control on the NW
density is much worse, but density gradients often occur
in this random approach, so it is often possible to come
across a region with a sufficient number of nanowire can-
didates for further processing.
Nanowire collection may occur with different ap-

proaches and configurations, essentially depending on the
nanowire size and on whether it can stick to the sup-
port tip, which could be the final tip for APT analysis
or an intermediate support from which the nanowire will
be transferred on the final tip: for sake of simplicity,
we assume that this support is the final one, as depicted
in Fig. 9b. Collection may be carried out under an optical
microscope, provided the nanowires are visible: this im-
plies, as a rule of thumb, a nanowire length above 2 µm
and a diameter over 50 nm. Otherwise, the wire still
can be collected in an electron microscope, provided the
SEM is equipped with suitable micromanipulation tools.
The support tips may have been preliminarily shaped by
FIB in order to assure that the nanowire is collected with
its axis along the axis of analysis of the APT.

After or during collection, nanowire soldering should
be carried out, in order to efficiently dissipate the heat
accumulated during illumination by the lasers employed
in optical spectroscopy or in APT. Soldering is also nec-
essary to assure a good conduction between specimen tip
and support tip and to mechanically hold the specimen
tip at place during the APT run. For these reasons, the
soldering should be rather conductive than insulating.
For nanowires, there are several alternatives. Microma-
nipulation under optical microscope could be assisted by

Fig. 9. Scheme of a FIB-free nanowire preparation pro-
tocol for correlated optical-APT study: (a) nanowire
transfer from the growth substrate to a host sub-
strate; (b) nanowire collection by micromanipulation
under an optical or scanning electron microscope;
(c) nanowire soldering by electron beam-induced deposi-
tion of a metal injected by a gas injection system (GIS).
(d) SEM image of a W tip approaching an ultrashort
GaN/AlGaN heterostructured nanowire for collection
and (e) the nanowire collected and soldered by EBID.
The blue and the red arrow indicate the nanowire and
the Pt soldering, respectively.

the use of conductive epoxy, by the use of electron beam-
curable glue, or simply by electrostatic forces. The two
latter cases need a further step inside a SEM, either for
curing the glue or for soldering the wire by electron beam-
induced deposition (EBID) of metal, as shown in Fig. 9c,
and are obviously possible when the collection step has
been performed inside the SEM itself.

The example of the SEM-based collection and EBID
soldering of an extremely small (700 nm length, 70 nm di-
ameter) nanowire containing an AlGaN/GaN axial mul-
tiple quantum disc system is illustrated in Fig. 9d,e. For
collecting this wire, the tungsten support tip is directed
by micromanipulation towards the edge of the growth
substrate of the nanowires. Isolated nanowires may be
found on the edge of the substrate, where they acquire
a convenient orientation. In this particular case, the col-
lection and soldering steps have been performed simul-
taneously, as the nanowire did not stick by electrostatic
forces to the W tip just upon simple mechanical contact.
3.2.5. A correlative study of InGaN/GaN nanowire
quantum wells

This section illustrates an example of correlated
optical-structural study of the same nanoscale object by
µPL and APT. For sake of completeness, it should be
mentioned that the nanoscale object was prepared with
the two-step FIB-based protocol presented in Sect. 3.2.4,
and that therefore future studies could still increase the
accuracy of the correlation. This qualifies the study as an
important step towards a “strictly correlative” approach.
It also should be mentioned that the presented nanoscale
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object has undergone a further correlation with also HR-
STEM, this analysis being performed between µPL spec-
troscopy and APT. Data relative to HR-STEM will also
be presented, in order to clarify the specific contribu-
tion of this technique to the overall study. Further de-
tails can be found in Ref. [34] and in its supplementary
information.
Micro-photoluminescence. The µPL study of the

radial MQW system is described in Fig. 10. The mi-
crowires studied were grown by MOCVD. The growth
is performed so that a thinner core is synthesized,
then the growth conditions are changed in order to
realize a conformal growth on the upper part of it.
During conformal growth, a set of 20 QWs is inserted by
modulating the Ga and In precursor fluxes. The external
appearance of the wire is displayed in the SEM image
of Fig. 10a, while Fig. 10b reports a scheme illustrating
the quantum well arrangement. From this batch of
wires, different micro- and nanoscale samples were
prepared for µPL spectroscopy. Figure 10d reports the
µPL spectra recorded under 244 nm cw laser excitation
at 4 K. The spectra displayed in the upper part of

Fig. 10. (a) SEM image of one of the analyzed mi-
crowires; (b) scheme of the multishell quantum well
system, with the red dashed line approximately indicat-
ing the region from which nanochunk C was extracted;
(c) optical microscopic image of the PL (highlighted by
the red arrow) emitted by nanochunk C mounted on
a tungsten tip under excitation with a 244 nm cw laser
at 4 K. (d) µPL spectra of two whole nanowires A and B
mounted on a tungsten tip (black lines, upper part of
the graph) and of nanochunk B which have been sub-
sequently analyzed by APT; (e) polarization of the in-
tegral PL signal – the radial scale spans from 0 to 1
in normalized units. The plot has the same orientation
as the image in part (c) (adapted with permission from
Ref. [34]).

the graph were collected from whole wires, while those
in the lower part were issued by the nanochunk C,
which also appears in the left-hand side SEM image
of Fig. 8b. The PL spot emitted by nanochunk C is also
visualized in the microscopic image of Fig. 10c. Despite
the laser beam is tightly focused to a spot of ≈1 µm size,
illuminating a specific region of the wire, the PL spectra
of the whole wires consist of a large band, showing
two main components but no particular fine structure.
The situation is different when analyzing nanochunks.
Here narrow lines appear, distributed in the interval
2.9–3.3 eV: this points out that a set of emitters with
well-defined energy is contained in the nanochunk.
The difference between the spectra of the whole wires
and those of nanochunks depends on the probed volume:
even if tightly focused, the laser still illuminates a much
larger microwire volume when impinging on whole wires
than when it illuminates the nanoscale chunks. Finally,
µPL also allows for measuring the polarization of the
emitted light, which is shown in the plot of Fig. 10e: the
polarization is strongly parallel to the tip axis, with a
quite high polarization rate

P = (I‖ − I⊥)/(I‖ + I⊥) = 0.89,

where I‖ and I⊥ are the integral PL intensities polar-
ized parallel and perpendicularly to the nanochunk axis,
respectively. As the nanochunk has a relatively large
diameter, the polarization is rather expected to be de-
termined by intrinsic crystalline selection rules than by
the dielectric contrast between the object and the sur-
rounding environment [35]. On the other hand, the po-
larization direction found agrees rather well with the
nominal orientation of the crystal within the nanochunk:
the polarization along the c wurtzite axis, perpendicu-
lar to the nanochunk and to the direction of the emit-
ted light, is strictly forbidden according to the selection
rules for the fundamental radiative transition in GaN
and in low In-containing quantum wells, the so-called
XA exciton (related to the recombination of a conduction
band electron and a hole from the heavy hole band) [36].
The crystalline orientation of the chunk could be verified
by TEM.

Transmission electron microscopy. After nanochunk C
was further milled down as shown in Fig. 8c, it was
analyzed by HR-STEM. The high-annular dark field
(HAADF) images are shown in Fig. 11a,b. In part (a),
the upper part or the specimen tip is imaged. The nearly
horizontal bright contrast lines correspond to the InGaN
QWs. 14 QWs are imaged, while the remaining 6 are left
unobserved in order to control whether the electron beam
could have induced a re-arrangement of the In atoms, as
it was pointed out by Smeeton et al. [37]. This check
has been performed a posteriori by APT, indicating that
e-beam exposure was short enough to prevent artificial
In clustering. Only QW #4 has been observed at high
resolution, in order to display the crystal symmetry and
to perform a first analysis of the QW interfaces, as shown
in the close-up of Fig. 11b.
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Fig. 11. (a) HAADF–STEM image of the tip milled out of nanochunk C: the bright contrast nearly horizontal lines
correspond to InGaN quantum wells inside a GaN matrix; (b) close-up of QW #4, showing the hexagonal wurtzite
structure and its orientation: the m-direction [412̄0] is vertical on the image, perpendicular to the QW planes, while the
c-direction [0001] lies horizontally on the image. (c) APT 3D reconstruction of 16 out of 20 QWs contained in the tip.
Only 10% In atoms are shown for clarity; (d) close-up of a region of QW #4; (e) 2D density plot of the InN fraction
calculated in a rectangular box containing QW #12; (f) 1D profile of the InN fraction obtained through the analysis
of boxes with their z-axis perpendicular to the QW interfaces. The box surface parallel to the QW plane is (10 nm)2
(adapted with permission from Ref. [34]).

The STEM analysis confirms the nominal microwire
crystal structure, with the wurtzite c axis along the mi-
crowire axis and the QW planes aligned with the non-
polar m-planes. This confirmation of the crystal orien-
tation, which is not retrievable by APT only, is impor-
tant in connection with the optical properties as (i) it
allows simulating the structures along the proper crys-
tal direction: the m-type interfaces of these QWs are
non-polar, while c-type interfaces would be polar, with a
strong QCSE affecting the energy levels inside the QW,

and (ii) it confirms that the PL polarization is related
to the selection rules for the WZ low-In content QWs.
The close-up of QW #4 also shows that the interfaces
of the QW are quite sharp on the core side, and some-
how diffuse on the surface side. This feature should
be further analyzed by APT. The image in Fig. 11a
also displays nearly vertical bright contrast lines. Com-
plementary analyses performed on other tips and on a
lamellar specimen (not shown here) indicate quite clearly
that these vertical lines are related to stacking faults
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(SFs) [34]. Furthermore, evidence for plastic relaxation
via the formation of dislocations within the system was
found. These complementary observations suggest that
the QW system is at least partially relaxed, which is
another important information for the interpretation of
optical properties: in fact, the PL energy can also be
influenced by the presence of stacking faults [38] and
strain [36], and this information is not to be assessed
by APT only.
Atom probe tomography. Finally, a large amount of

information about the multi-QW system under study
could be obtained by APT. The run was performed in
a Lawatap, at temperature T = 20 K, with an imping-
ing laser energy per unit surface 5–10 µJ/cm2 and a
Ga2+/Ga1+ charge state ratio varying from 0.18 to 0.06
throughout the analysis, with a total of 33× 106 ions de-
tected. Figure 11c displays the position of 10% In atoms
in the 3D reconstruction. The leftmost reconstruction
image is oriented so to show the correspondence with the
STEM image of part (a). A total of 16 QWs over 20 could
be imaged by APT. The STEM image was profitably used
to achieve the best possible reconstruction. Remarkably,
a good reconstruction could only be obtained by postu-
lating very low detection efficiency, of the order of 0.3.
This means that, the maximum detector efficiency being
of the order of 0.66, about one detectable atom over 2
was lost, most likely through a combination of uncor-
related evaporation (rather concerning Ga) and neutral
evaporation (rather concerning N). Further details about
the III/N compositional measurement and about the ef-
ficiency issue in reconstruction can be found in Ref. [39]
and in its supplementary information, respectively.

The comparison between STEM and APT shows some
interesting features: the apparently thicker QWs found in
the particular zone axis adopted for the STEM imaging
— we remind that we could not perform electron tomog-
raphy, as for this technique the exposure times are neces-
sarily very long, and we wanted to avoid long exposures
to the e-beam — appear now as bent QWs in the APT
reconstruction, with QWs as thick as the surrounding
ones. Furthermore, there In distribution within the QW
planes is not uniform: In-rich stripes directed approxi-
mately along the c-axis appear, with correlated positions
along the different QW, as if they propagated along the
m-axis. Figure 11d shows a close-up of a cross-section of
QW #4. This image should be compared with the HR-
STEM image of Fig. 11b. Both images are consistent
in indicating that the QW interface on the core side is
better defined than that on the surface side. This is due
to the growth method, in which the InGaN QW is grown
at lower temperature (T = 750 ◦C) than the GaN barri-
ers (T = 870 ◦C) [40, 41]. The InGaN at low temperature
has a worse surface diffusion than GaN at high tempera-
ture, forming a rougher interface. Subsequently, GaN at
higher temperature recovers a planar growth due to en-
hanced surface diffusion. The QWs are thus asymmetric,
and this also has an effect on the electronic band struc-
ture. The asymmetry of the QW composition can be first

visualized by plotting 1D profiles, as in Fig. 11e: these
profiles are issued by averaging the composition over the
cross- section of boxes of (10 nm)2 area, and show that
all QWs have a FWHM thickness of around 3 nm, with
peak InN fractions fluctuating between 8% and 13%.

Another key observation for the correlation of optical
and structural properties is that the In in-plane distri-
bution within QWs is far than uniform. This can be
qualitatively visualized either by plotting the 3D distri-
bution of the In atoms, as in Fig. 11b or by calculat-
ing the 2D In/(In+Ga) concentration averaged over the
thickness of a rectangular box containing the whole QW.
The actual InN fraction can be then correctly measured
in 3D. This is reported for QW# 12, but similar con-
clusions apply to the other QWs. The analysis was per-
formed by isolating 1 nm thick slices within the well, ap-
proximately parallel to the m-plane, as shown in Fig. 12a
and calculating the InN fraction for each 2D slice. The re-
sult is displayed in Fig. 12b. The measurements indicate
that the peak InN fraction is around 20%, which is much
larger than what could be obtained by 1D profiling due
to averaging effects between high- and low-In content re-
gions. We also remark that the distribution of In in the
QWs not illuminated by the electron beam in the STEM
but imaged by APT is similar to the QWs imaged by
STEM, indicating that the exposure to the electron beam
was sufficiently short not to induce an artificial In rear-
rangement within the system [42].
Summary: what can be extracted from a triple corre-

lated analysis on the same nano-object. All information
described above allows thus for a consistent interpreta-
tion of the relationship between structural and optical
properties of the nanoscale object analyzed. The main
conclusions could be drawn by considering the plot
in Fig. 12c, which reports on the ordinates the PL emis-
sion energy (with the µPL spectrum of nanochunk C su-
perimposed) and on the abscissa the InN composition.
The different curves represent the calculation of the PL
energy of interband transitions taking place in relaxed
m-plane non-polar rectangular QWs of different thick-
ness as a function of the InN fraction. The bandgap of
bulk InGaN is also reported as a reference. In the plot
there are also highlighted the InN fractions found by 1D
profiling (up to 13%) of APT data and by 3D measure-
ment (up to 20%). The conclusions that could be drawn
on this basis are the following:

• The multiple peaks correspond to regions where
InN segregation creates local potential wells in
which both electrons and holes localize, in a quan-
tum dot-like confining system. The dispersion in
the peak energies correspond to the different In con-
tent in these regions.

• The 3D measurement of InN fraction can ac-
count for all recorded PL energies, while the low-
est energies could not be explained by a simpler
1D profiling.

Furthermore, other conclusions concerning the optical
properties can be drawn (some of them are repeated here
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as a summary) on the basis of the correlation with the
TEM data:

• The QWs are non-polar, and are at least partially
relaxed. This information, used for the calculation
of the transition energies, is consistent with the op-
tical properties and with the APT data.

• The PL is polarized according to the selection rules
for the electron–heavy hole transition in WZ GaN
and in low InN-containing QWs.

Finally, we mention the information that could be as-
sessed unambiguously thanks to the correlation between
STEM and APT:

• The QWs are asymmetric due to the reduced In-
GaN surface diffusion during the growth of the
QWs at the temperature of 750 ◦C.

• The best APT reconstruction could be obtained by
postulating a detector efficiency of 0.3 only, point-
ing out that around one detectable atom over two
is lost during APT analysis.

• The presence of bent QWs indicates that some acci-
dent could have perturbed their growth. This par-
ticular QW shape could not be assessed by simple
STEM analysis observing along only one zone axis
(this problem could have been overcome by elec-
tron tomography, but this technique requires long
exposures, which were not desirable in the present
case).

• The presence of stacking faults (SFs) crossing the
quantum wells is expected to increase the localiza-
tion of carriers at the intersection between the de-
fect and the quantum well, with localization ener-
gies of the order of 100 meV [38]. The considera-
tion of this effect yields an even better agreement
between the observed PL spectrum and the struc-
tural data obtained by APT and STEM.

3.3. Beyond the correlative approach: the coupled,
“in situ” approach

The scheme of the principle of a coupled micro-
photoluminescence and tomographic atom probe instru-
ment is sketched in Fig. 13. The basic idea is to exploit
the femtosecond laser pulse in order to trigger the evap-
oration of single ions from a field emission tip placed in
an intense electric field and, at the same time, to gener-
ate electron–hole pairs which can recombine radiatively
yielding a luminescence signal. The fs laser pulse is fo-
cused onto the sample tip. The evaporated ions are col-
lected on the 2D position and time-of-flight sensitive de-
tector. Their X and Y positions, the time of flight tof
and the event number in the evaporation sequence are
recorded. These data are then elaborated in order to
yield the 3D sample reconstruction, mass spectra, and
time-of-flight spectra, as in a standard atom probe ex-
periment. It must be noticed here that most atom probe

Fig. 12. (a) Close-up of the 3D distribution of
QW #12, showing the 1 nm thick slices for the calcula-
tion of the InN fraction maps shown in (b). (c) Depen-
dence on InN fraction of the InGaN bandgap (blue line)
and of the InGaN/GaN PL transition energies calcu-
lated for rectangular quantum wells of different thick-
ness tQW = 2 nm (filled squares), and tQW = 4 nm
(open triangles). The red shaded region corresponds
to the interval in which the PL narrow lines have been
observed in the analyzed nanochunk from wire C; the
µPL spectrum is also reported on the left-hand side axis
(black line) (adapted with permission from Ref. [38]).

experiments are performed keeping the sample base at a
temperature varying between 20 K and 100 K. This is
also a favorable interval for the analysis of the PL signal,
as radiative recombination is favored at low temperature
due to the freeze-out of non-radiative channels. A frac-
tion of the emitted photons, depending on the sample ge-
ometry and optoelectronic properties, is collected by the
same objective and focused on the entry slit of a spectro-
meter provided with a spectrally and time-resolved de-
tector, such as a streak camera. It becomes thus possible
to analyze the time decay of the PL signal in a selected
spectral interval, whose resolution and width may be ad-
justed through the settings of the spectrometer.

A coupled optical spectroscopy and atom probe tomog-
raphy instrument would therefore be interesting for both
the materials scientist and the atom probe developer be-
cause of the following:

• It would allow performing strict correlations be-
tween optics and structure in a more compact and
straightforward way, minimizing the manipulation
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Fig. 13. Scheme of an in situ micro-photoluminescence
bench inside a tomographic atom probe.

of the specimen between different experiments and
decreasing the risk of specimen failure.

• It would allow for profiling the optical proper-
ties of the sample during the evaporation. It be-
comes thus possible to attribute spectral features
to specific sample regions correlating their pres-
ence in the spectra with the evaporated portions
of the specimen.

• It would be possible to study the QCSE in an origi-
nal way, as the field penetrating within the tip is ex-
pected to influence the emission properties of local-
ized quantum emitters such as quantum wells and
dots. Furthermore, the measurement of the field
effectively penetrating within the tip specimen is
of particular interest for the understanding of field
ion emission physics in dielectrics [43, 44].

However, it also should be mentioned that this approach
also has the following limitations with respect to a simple
correlative approach:

• It is not possible to perform a preliminary study
by HR-STEM, as the electron energies used (>
100 kV), still preserving the structure of the sys-
tems, induce a deterioration of the optical prop-
erties, for instance strongly reducing the radiative
recombination efficiency.

• The possibility of performing µPL and APT simul-
taneously is critically depending on the matching
of experimental parameters. If it appears conve-
nient to perform both analyses at low temperature
and with a laser wavelength exceeding the speci-
men bandgap, further checks must be performed
concerning the laser pulse energy and the applied
DC bias.
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