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The aim of this research was to verify if It is possible to solve the synthesis problem of polyphase codes
e�ciently with an acceptable quality in the context of radar applications � with the greatest possible e�ectiveness
of the recognition of such signals in the presence of the noise and occurrence of the Doppler e�ect. The received
results con�rmed that the implemented optimization algorithm can search polyphase sequences successfully with
a low level of sidelobes and an enhanced tolerance to the Doppler e�ect. Applying optimization methods allows to
form ambiguity function in a measure in the assumed optimization range which seems to be encouraging for future
examinations in the �eld of the computer optimization for the coded radar signals synthesis.
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1. Introduction

The search of polyphase sequences with the enhanced
tolerance to a Doppler frequency o�set in the received sig-
nal is computationally complex and based on the analysis
of the ambiguity function. This two-dimensional function
presents the in�uence of the Doppler e�ect on the corre-
lation result executed in radar receivers by means of the
matched �lter
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Inserting the equation of the polyphase signal envelope
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to the formula which de�nes the ambiguity function, we
get
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where χb(τ ; fd) is the ambiguity function of every single
code element � the triangular function along the axis of
the delay τ in the interval ±tb and the sinc function on
the frequency axis fd [1�3].
The ambiguity function is commonly used by radar

systems designers as a tool for the research and analysis
of di�erent types of radar signals, allowing to specify the
range resolution of particular radar signals as well as the
Doppler resolution (connected with the Doppler e�ect
caused by the speed of the moving object).
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Moreover, the ambiguity function provides the infor-
mation of in what type of radar applications a given
radar signal could be used. Unfortunately, there are no
analytical methods of the radar signals synthesis based
on the ambiguity function. Therefore, designing a signal
with some desirable properties of the ambiguity function
is based mainly on the knowledge and experience of the
radar systems designer.

The function has relevant and important property
caused by so-called linear frequency modulation e�ect,
which corresponds to the quadratic phase modulation in
the polyphase signals. This property relies on the fact
that the signal compression is still present even in an
area for divergent frequencies between the stored replica
of the sent signal and received re�ected signal a�ected by
the Doppler e�ect. In this case the mainlobe on the chart
of the ambiguity forms a ridge (see Fig. 1). In many ap-
plications where the Doppler shift is relatively small the
mistake connected with the range resolution is acceptable
and can be ignored. Therefore, this kind of the ambigu-
ity function is desirable in such applications because of
the enhanced tolerance to the Doppler e�ect.

In the case of radar signals where the mainlobe of the
ambiguity function forms a ridge, reaching high values
of the Doppler frequencies (for example, linear frequency
modulated signal or polyphase P-codes), calculated dis-
tance on the basis of echoed signal from a moving object
a�ected by the Doppler e�ect can be vitiated by an unac-
ceptable error in practice. These kind of signals, depend-
ing on their applications and a situation, do not have
to be considered as ones with the enhanced tolerance to
the Doppler e�ect. However, in many radar applications
these kinds of the radar signals are pro�table.

The tolerance to the Doppler e�ect is especially im-
portant when the long-duration pulses are sent in order
to detect objects at high speeds. If in the received radar
signal a frequency shift appears we can expect a much
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Fig. 1. The ambiguity function of the thirteen-element
P4 code, PSL = −17.31 dB for fd = 0.

higher level of sidelobes than estimated earlier by means
of the autocorrelation function.
Generally, polyphase codes are sensitive to the Doppler

shift, whereas the enhanced tolerance of P4 codes (includ-
ing the Frank code as well as other P-codes) results from
the fact that these sequences were created by the sam-
pling of the phases of signals with the linear (or stepped)
frequency modulation which is known for their tolerance
to the Doppler shift [4, 5].
The aim of our research was to verify if It is possible to

solve the synthesis problem of the polyphase codes e�-
ciently with an acceptable quality in the context of radar
applications � with the greatest possible e�ectiveness of
the recognition of such signals in the presence of the noise
and occurrence of the Doppler e�ect.

2. Optimization method

Optimization tasks addressed in this paper were non-
linear NP-hard optimization problems with continuous
variables and many local optima [6]. For these time-
consuming and computationally complex problems ap-
plying methods of the full search of the space of possi-
ble solutions (where their number increases exponentially
with the length of the sought code) is unacceptable in
practice due to the enormous execution time and hard-
ware requirements related to the execution of such tasks.
Taking advantage of heuristic optimization methods

is a lot more e�ective and It seems to be a reasonable
compromise between the quality of the found solution
and required cost of executing the task.
However, It is very important here to choose appropri-

ate methods to solve the problem. Applying an improper
method can result in lack of the convergence of the opti-
mization process and may resemble a fully random search
of the desirable solution without taking any advantage of
the e�ciency of heuristic or even traditional optimization
methods.
To solve the optimization problem of the polyphase

signals structure, the evolutionary algorithm based on
a �oating-point representation was implemented. Each
individual in the population was represented as a vector

of �oating-point numbers x = (x1, x2, . . . , xn). For such
a complicated nonlinear optimization problem which is
the synthesis of the coded signal structure, the crossover
operator was rejected because of its disruptive in�uence
on the convergence of the algorithm. In order to produce
o�spring for the next generation the Gaussian mutation
was used.
Mutations were then realized by adding to each com-

ponent of the vector a random Gaussian number with
the zero mean value and standard deviation σi, chang-
ing during the evolutionary process and controlled by the
self-adaptation mechanism. In this scheme, each individ-
ual has its own adaptable vector of σ = (σ1, σ2, . . . , σn)
values, which learns itself how to search the space of po-
tential solutions. The applied self-adaptation mechanism
allows for a greater freedom, adapting the search strategy
to the topology of the �tness landscape. The mutations
were realized according to formula

σ′i = σi e
N(0,τ), (4)

x′i = xi +N(0, σ′i), (5)

where τ is a parameter of the method that was set to
1/
√
n and n is the size of the problem [7].

For the selection of individuals for the next generation,
the tournament selection was applied. In this approach,
the individuals in the population are randomly grouped
in pairs and then the �tness levels of two individuals are
compared with each other. The individual with the bet-
ter �tness survives to the next iteration while this second
one is discarded.

3. Results and discussion

An example of ambiguity function of the thirteen-
element polyphase sequence obtained in the optimiza-
tion process which takes into account the tolerance to
the Doppler e�ect is depicted in Fig. 2. The evolution-
ary algorithm described in Sect. 2 was seeking (with the
de�ned step in the selected Doppler frequency ranges)
the correlation function with the smallest ratio of the
sidelobes level to the mainlobe level.

Fig. 2. The ambiguity function of the thirteen-element
polyphase sequence obtained in the optimization pro-
cess, taking into account the Doppler e�ect, PSL =
−18.55 dB for fd = 0. The result of the optimization
within the range fdMtb ∈ 〈0; 2.5〉.
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Fig. 3. The ratio of sidelobes levels to ridge lines of
ambiguity functions of thirteen-element polyphase se-
quences. Optimization results within the range fdMtb ∈
〈0; 2.5〉.

Fig. 4. The ratio of sidelobes levels to ridge lines of
ambiguity functions of thirteen-element polyphase se-
quences. Optimization results within the range fdMtb ∈
〈0; 4〉.

In Figs. 3 and 4 three di�erent thirteen-element
polyphase sequences, being results of the optimization,
were compared with the P4. For zero Doppler frequencies
all obtained codes are slightly better than the P4 code.
Di�erences were from 0.64 dB for sequences in the widest
frequency range to 1.63 dB for another optimization re-
sult. Generally, obtained codes in the whole optimiza-
tion ranges were a little bit better or comparable with
the P4 code. However, It is worth mentioning that there
was no case where optimization results were much worse.
Obtained results con�rmed that the implemented opti-
mization algorithm could search for polyphase sequences
e�ciently with low sidelobes levels and enhanced toler-
ance to the Doppler e�ect.
As it can be noted in Fig. 2 and 5 the compression e�ect

of the pulse remains outside the Doppler frequency range,
for which the optimization was carried out. This is due to
the linear frequency modulation e�ect which corresponds
to the quadratic phase modulation in sequences obtained
in the optimization process for a quite limited range of
the Doppler frequencies. Each of found codes had phase

Fig. 5. Levels of ridge lines and sidelobes of ambiguity
functions of 3 di�erent thirteen-element polyphase se-
quences. Optimization results within the range fdMtb ∈
〈0; 2.5〉.

sequences with the distribution similar to the quadratic
phase modulation (in order to note this It is necessary
to add ±360◦ to proper elements of the code). A similar
relationship exists in the case of the phases distribution
of polyphase codes obtained from the phase sampling of
the signal with the frequency modulation and known for
their enhanced tolerance to the Doppler e�ect (referred
to in the literature as chirp-like codes such as P1, P2/Px,
P3, P4).

Fig. 6. The ambiguity function of thirteen-element
polyphase sequences generated randomly, being an ex-
ample of a possible individual for the initial genera-
tion (not processed by the evolutionary algorithm) with
PSL = −8.13 dB for fd = 0.

The optimization process did not a�ect the phase dis-
tribution directly. The objective function of the opti-
mization algorithm is based on forming the ambiguity
function in a particular way within a speci�ed Doppler
frequency range. In this case it could be noted that ini-
tial phase sequences generated randomly (the ambiguity
function of a sample initial sequence is shown in Fig. 6)
during the optimization process were taking the form
of the approximated distribution of the quadratic phase
modulation, adjusting themselves to the speci�ed shape
of the ambiguity function simultaneously.
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For each code length the optimization can be per-
formed in two ways i.e., for the ridge line passing to-
ward positive or negative delay values of τ . It results
in the characteristic distribution of phases, resembling a
phases sampling of the type of chirp-up signals with the
increasing frequency or chirp-down with the decreasing
frequency linearly. In Fig. 7 the �rst result of the opti-
mization and the P4 code have phase sequences that re-
semble phase samples of the chirp-down signal and chirp-
up one in the case of the rest of results.

Fig. 7. Thirteen-element polyphase sequences ob-
tained in the optimization process and the P4 code.
In the case of some optimization resultant elements
±360◦ values were added in order to illustrate the re-
lationship of phase signal samples with the linear fre-
quency modulation.

4. Conclusions and remarks

The carried out research con�rms that applying op-
timization methods can resolve e�ectively the search of
polyphase sequences with desirable autocorrelation func-
tion properties as well as with the enhanced resistance to
the Doppler e�ect. The results seem to be very encour-
aging for future examinations in the �eld of the computer
optimization for the synthesis of coded radar signals. For
sure, the challenge is to search very long codes because
of the computational complexity and time consumption
(a number of possible solutions increase exponentially
with the length of the code). Applying optimization
methods for searching sequences with the enhanced tol-
erance to the Doppler e�ect allows to form the ambiguity
function in a measure in an assumed optimization range.
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