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The impact of illuminance on changes of the solar cell electromotive force is analyzed. A mathematical model for a solar cell electromotive force dependence on illuminance is presented. For this purpose, a selection of experimental data trend function was carried out, and the Pearson correlation coefficients were established. The most optimal results were obtained in case of an exponential function with the strongest correlation ($R^2 = 0.983$). The analysis has shown that at 100 W/m$^2$ illuminance the electromotive force saturation is obtained (the electromotive force changes insignificantly and fluctuates at around 2 V), which indicates that upon reaching such an illuminance a solar cell operates at maximum efficiency. A first-order differential equation satisfied by the trend function has been compiled. When interpreting illuminance as an evolution variable, the proposed mathematical model can be interpreted as a dynamical system. The deviation frequency spectrum of the measurement values with respect to the theoretical prediction is analyzed.
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1. Introduction

As oil supplies are decreasing and the global warming is threatening, photovoltaic devices are becoming more and more popular as a renewable and environmentally friendly energy alternative [1, 2]. Solar cells are electronic devices which turn sunlight into electricity [3, 4]. A significant advantage of solar cells, as compared with ordinary fuel, is their ability to turn the free radiation obtained from the sun into electricity with almost no pollution emissions. Solar cells can be classified into three main categories: monocrystalline silicon, polycrystalline silicon, and amorphous silicon. The efficiency of monocrystalline silicon solar cells is the highest (25%) as compared with polycrystalline silicon (20%) and amorphous silicon (10%) solar cells, but they are most expensive. Crystalline silicon solar cells are used most often (around 90%), and their coefficient of performance reaches 16–17%. The manufacturing and usage of multifunction thin-film solar cells, however, is gradually increasing (the coefficient of their performance reaches 55%) [5, 6].

The applications are truly endless [7] — from solar thermal decoupled water electrolysis process [8] and the solar thermal electrolytic production of Mg from MgO [9] up to using solar energy for cooling in the agro-food industries (e.g. [10]).

When looking for solutions to decrease the increasing energy prices and to reduce the environmental impact caused by energy, an increasingly bigger role is played by renewable energy sources, one of which is solar energy [11]. The option of solar energy usage is a solution for many people who have no access to an electricity network due to distance, small number of inhabitants, poverty or geographical situation. In the recent years, solar energy usage has increased because of improved technologies, reduced spending on production, and the governmental policy encouraging the renewable energy development [12, 13]. Solar energy is being widely used worldwide as a source of energy for individual houses, commercial buildings, in industry, as well as for the lighting of streets, gardens and parks, and for water pumps.

Although the Lithuanian geographical latitude is not very favourable for solar energy usage as compared with that of the countries located closer to the Equator, the solar energy falling onto the earth surface here diffuses on a much more larger surface than in the geographical latitudes where the sun is in zenith at midday. The annual amount of solar energy falling onto the surface of 1 m$^2$ area in Lithuania exceeds 1000 kWh [14]. In the Lithuanian climate conditions, the cost of installation of 1 kW solar energy production reaches EUR 2.9–4.1 thousand per year. A photo-voltage system with a 1 kW installed capacity produces 880–940 kWh of electricity, and the cost of its production is 0.41–0.43 EUR/kWh [15]. Photoelectricity is currently rather expensive, but with the rapid development of technologies the prices are forecasted to become equal in 2018–2020. Lithuania has an obligation to the European Union to increase the share of renewable energy sources (RES) in electricity production to at least 20% (which also include 10 MW of solar power plants) until 2020. Currently, the energy obtained from RES makes around 15% of the final energy consumption in Lithuania [16]. Thus, the influence of illuminance on the total efficiency of the solar cell is an important problem of their functioning. On the other hand, the solar cell electromotive force (EMF) is one of the basic characteristics of its operation.

The aim of the study was to examine changes of a solar cell EMF, the reasons determining changes under various conditions for illuminance, and to draw a mathematical model for a solar cell EMF dependence on illuminance.
2. The characteristic equation of a solar cell

An ideal solar cell may be modelled by a current source in the circuit with a parallel diode [17]. In practice, no solar cell is ideal, so a shunt resistance $R_{sh}$ and a series resistance component $R_s$ are added to the model [18–20]. The resulting equivalent circuit of a solar cell is shown in Fig. 1.

The characteristic equation of a solar cell, which relates solar cell parameters to the output current $I$ and voltage across the output terminals $U$ [17, 20], is

$$I = I_L - I_0 \left[ \exp \left( \frac{q(U + IR_s)}{\alpha kT} \right) - 1 \right] - \frac{q(U + IR_s)}{R_{sh}},$$

where $I_L$ is the photo-generated current, $I_0$ is the reverse saturation current, $q$ is the elementary charge, $\alpha$ is a diode ideality factor ($1 < \alpha \leq 2$) (in practice, at low voltages $\alpha \to 2$, whereas at high voltages $\alpha \to 1$, see, e.g., [19, 21]), $k$ is the Boltzmann constant, and $T$ is the absolute temperature. Because the equation involves the output current $I$ on both sides in a transcendental function, the equation has no general analytical solution, but it is easily solved by numerical methods. A more detailed situation is the following: a general analytical solution of the characteristic equation is possible using the Lambert $W(x)$ or the product-log function, but since the Lambert $W$-function itself generally must be solved numerically, this analyticity disappears.

Since the parameters $I_0$, $\alpha$, $R_s$, and $R_{sh}$ cannot be measured directly, the most common application of the characteristic equation is nonlinear regression to extract the values of these parameters on the basis of their combined effect on solar cell behavior.

Taking into account the range of illuminance of our tested solar cells, we do not consider the exceptional behavior of light–matter interaction in the extreme ultraviolet and possible deviations of the classical external photoeffect (see, e.g., [22]).

3. Collection of experimental data

A fixed exposition stand with two solar cells connected through an analog-digital converter to the computer was used in our experiments. The experiments were done during a daytime in the period from March 18 to May 13, 2014. Two solar cells (SCs) were installed on a shadow-free roof-top plane, whereas a computer and a data converter were installed in the laboratory. The created automated SC parameter measurement equipment included SCs integrated into lamps, a data collector, a computer (PC), and software.

An analogue signal was converted into a digital one by an ADC–16 converter. The data collector was connected to the computer, enabling to register and collect data on the solar cell EMF. The PicoLog and Microsoft Excel program package Mathematica 8.0 for analysis. SCs parameters were measured continuously by recording the average 10-minute values in the computer database.

Two polycrystalline silicon SCs with different photosensing areas of 5.58 cm$^2$ and 10.08 cm$^2$ for 1SC and 2SC, respectively, were used in our experiments.

The 30 kΩ external resistances were connected to the polycrystalline solar cells to measure a drop of voltage in the resistances, i.e. the power of the electromotive force (Fig. 1). Internal resistances of the solar cells (10 Ω) were significantly lower than their external resistances.

The illuminance data, obtained from a company involved in the examination of solar modules, were used for the analysis of results. The illuminance was measured by a SunnySensorBox meteorological station mounted on a horizontal surface of the SC module. During our experiment, polycrystalline silicon solar cells integrated into lamps were also exhibited in the horizontal position.

![Fig. 1. Wiring scheme of solar cell.](image)

Notations in the wiring scheme in Fig. 1 coincide with notations in Eq. (1).

4. Electromotive force dependence on illuminance

The SC monitoring data analysis revealed the existence of EMF periodic changes in the course of the day. Figure 2 presents EMF data of the total period of the experiment, grouped by hours and sun radiation activity $E$. The research results show that the EMF of the SC is observed from 5–6 a.m. when the sun goes up, and it is no longer recorded after sunset (9–10 p.m.). The highest values of EMF are recorded at 2–3 p.m. when the sun is in the zenith. The total number of measurements equals to 780.

![Fig. 2. Changes of SC EMF and illuminance E during a day (March 8 – May 13, 2014).](image)
With sufficiently large amount of experimental data collected, the abundance of the data almost surely reflects the shape of the approximation curve, exactly like in our case. Figure 3 presents experimental data obtained when researching EMF dependence on illuminance: $E = \mathcal{E}(E)$.

![Graph](image)

Fig. 3. Experimental data of EMF dependence on illuminance and the trend approximating it ($a = 2085$ mV, $b = 4.90 \times 10^{-2}$ m$^{-2}$/W).

There are two important features of Fig. 3:
a) firstly, the data start at the beginning of the coordinates. This confirms the physical nature of the dependence: no illuminance = no EMF;
b) secondly, an almost horizontal positioning of the data is clearly seen, which testifies the saturation mode of the $E = \mathcal{E}(E)$ dependence: when illuminance $E$ reaches the value $E = 100$ W/m$^2$, the EMF no longer increases and equals about 2 V.

Generally, the selection of the approximation curve is a rather complicated issue requiring a special grounding. In our case, we will show the experimental data presented in Fig. 3 as being of continuous dependence $\mathcal{E}(E)$ of EMF on illuminance $E$ (trend). We will consider this function not only as continuous, but as differentiated as well: $\mathcal{E}(E) \in C^1[a, b]$ [23, 24]. To determine the trend function, we will make the presumption that the experimental data present the function of a fading exponent with respect to the saturation value

$$\mathcal{E} = a(1 - e^{-bE}).$$

(2)

In this dependence, $a$ and $b$ are unknown parameters to be determined. We obtain that $a = 2085$ mV and $b = 4.90 \times 10^{-2}$ m$^{-2}$/W. Figure 3 presents experimental data and the trend approximating them (Eq. 2), with the parameters $a$ and $b$.

The physical meaning of parameters $a$ and $b$ is seen in Fig. 4. Parameter $a$ means the maximum asymptotic EMF value $\mathcal{E}_{\text{max}}$ and parameter $b$ is related to the illuminance $E$ measurement units enabling to move to nondimensional variables. The value $E_0 \equiv 1/b = 20.4$ W/m$^2$ is the value of illuminance at which EMF is reduced e times against the maximum value $\mathcal{E}_{\text{max}}$ (Fig. 4).

The selection of the trend function is related to a physical law under study. When the physical law is known, the trend function is most often related to the law or its modification. There are cases, however, when it is difficult, or even impossible, to establish the trend function in advance. In such cases, several approximations with various mathematical functions have to be carried out, and the Pearson correlation coefficient should be used [25]. In this case, the correlation coefficient is the criterion which helps to select the best approximation curve.

The family of the current–voltage characteristics of a Si photocell at various intensities of radiation were studied at the beginnings of solar energetics, see, e.g., [26, 27].

In addition to the experimental function (2), approximations with the power function and the logarithm function were performed. The results of these approximations are presented in Table. The crucial role in this table belongs to the Pearson correlation coefficient $R^2$ ($0 < R^2 < 1$), and the closer $R^2$ is to unity the better.

<table>
<thead>
<tr>
<th>Function</th>
<th>$a$</th>
<th>$b$</th>
<th>$R^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a x^b$</td>
<td>953</td>
<td>0.1248</td>
<td>0.569</td>
</tr>
<tr>
<td>$a \ln x + b$</td>
<td>276.9</td>
<td>225.7</td>
<td>0.727</td>
</tr>
<tr>
<td>$a(1 - e^{-bx})$</td>
<td>2085</td>
<td>$4.90 \times 10^{-2}$</td>
<td>0.983</td>
</tr>
</tbody>
</table>

As we can see, when considering the value of the correlation coefficient, the approximation carried out with an exponential function is the best.

5. Fluctuations of values as a noise $1/f^\alpha$

Let us consider the deviation of the EMF values from the trend described by the expression (2).

For a quantitative assessment of the obtained approximation and the errors while extrapolating formula (2) into an unknown region, we shall find the deviations of the obtained function from the real value of the EMF. We shall consider the deviation $\delta\mathcal{E}_n$ as a difference

$$\delta\mathcal{E}_n = \mathcal{E}_n - \mathcal{E}(n), \quad n = 1, 2, \ldots$$

(3)

where $n$ parameterizes the real values of the illuminance $E$. 

![Graph](image)
The dependence $\delta E_n$ of real deviations could be analyze quantitatively. The mean square deviation (standard deviation) $\delta E = 256.009$ V $\approx 256.0$ V from the mean value $\langle \delta E \rangle = -53.161$ V. The most of the deviation value fit within the interval of two mean square deviations.

Like the initial distribution $\mathcal{E}_n$ of EMF values, the deviation dependence $\delta E_n$ does not look very regular. The dependence is neither monotonous nor periodic. In case within the interval of two mean square deviations.

$\delta E_n$ may be considered as noise with the spectral density function $S(f)$ $\propto 1/f^n$. Indeed, but similar to a noise with the spectral density function $S(f)$ $\propto 1/f^n$. This type of deviations, in the authors’ opinion, is not incidental. The noise $1/f$ for $n = 1$ is known to manifest itself in various branches of sciences such as physics, biology, finances. Although at present the nature of this noise is not clear, the universal character of the phenomenon is related to the properties of fractal multitudes [28]. However, in our case, the function $S(f)$ $\propto 1/f^{0.22}$ is close to white noise spectral density function, indicating that both the deviations and the initial distribution of the EMF are weakly fractal multitudes.

Fig. 5. The Fourier spectrum of the deviations $\delta E_n$.

We see that the deviation dependence $\delta E_n$ is not periodic, indeed, but similar to a noise with the spectral density function $S(f) \propto 1/f^n$. To verify this hypothesis, we have to fit the Fourier spectrum. As follows from fitting, with a high accuracy, dependence $|a_{\text{max}}|$ may be approximated by a function

$$|a_{\text{max}}| \approx \frac{396.731}{f^{0.116}}.$$  

The spectral density function $S(f) \propto |a_{\text{max}}|^2$, so we see that our hypothesis has come true: the EMF dependence $\delta E_n$ may be considered as noise $S(f) \propto 1/f^{0.22}$.

This type of deviations, in the authors’ opinion, is not incidental. The noise $1/f$ for $n = 1$ is known to manifest itself in various branches of sciences such as physics, biology, finances. Although at present the nature of this noise is not clear, the universal character of the phenomenon is related to the properties of fractal multitudes [28]. However, in our case, the function $S(f) \propto 1/f^{0.22}$ is close to white noise spectral density function, indicating that both the deviations and the initial distribution of the EMF are weakly fractal multitudes.

6. The mathematical model as a dynamical system

SC elements and modules represent a wide field for the mathematical modelling [23–25] of their properties. For instance, the SPICE modelling tool is typically used in the development of electrical and electronic circuits [20, 29]. An enhancement of a generic battery model, achieving a dynamic battery model for photovoltaic applications, was considered in [30]. Our efforts relate to the concept of a dynamical system.

According to the general definition, a dynamical system is a set of the $n$-dimensional smooth manifold $\mathcal{M}^n$ and a one-parameter group of diffeomorphisms $g^t$ (see e.g. [31])

$$DS = \{\mathcal{M}^n, g^t\}.$$  

Is it possible to consider solution (2) as an evolutionary function of a dynamical system?

The first step: we have to consider the illumiance $E$ as a time variable. The next step: we have to find the differential equation and initial conditions corresponding to the function (2).

A trend is not yet a mathematical model. To find a differential equation the solution of which is the function (2), we will use the method of undetermined coefficients [32]. We will establish the function (2) derivative

$$E' = abe^{-bE}.$$  

The concept of the dynamical system does not depend on the nature of the evolution parameter $t$. According to definition (6), the main aspects are the $n$-dimensional smooth manifold $\mathcal{M}^n$ and a one-parameter group of diffeomorphisms $g^t$. The parameter $t$ denotes time only according to the historical tradition.

Since there are two unknown coefficients in the function (2), a system of two equations, Eq. (2) and Eq. (7), is fully sufficient to establish the unknown differential equation of the mathematical model.

Let us write down of Eq. (2) and Eq. (7)

$$\mathcal{E} = a(1 - e^{-bE}), \quad \mathcal{E}' = abe^{-bE},$$  

where $\mathcal{E}'$ means a derivative with respect to the illumiance $E$.

We will solve Eqs. (8) with respect to functions $\mathcal{E}$ and $\mathcal{E}'$ by eliminating an independent variable — illuminance $E$. It follows from the first equation that

$$ae^{-bE} = a - \mathcal{E}.$$  

Upon entering the expression into the second equation, we obtain a differential equation

$$\mathcal{E}' = b(a - \mathcal{E}).$$  

Considering the feature of the experimental data and the trend (2)

$$\mathcal{E}(0) = 0,$$  

we will get an answer to the modelling question: the differential Eq. (10), together with the initial conditions (11), make a Cauchy problem of the dependence under study.

Now let us make sure that the function (2) satisfies the differential equation (10) and the initial condition (11). Generally, a relevant programme package is suggested to be used for reaching this aim, but in our case the procedure is not complicated and can be performed manually: by entering function (2) into Eq. (10) and conditions (11), we obtain an identity.
7. Physical interpretation of the model

Thus, we have not only the approximation of experimental measurements presented in Sect. 4, but also a mathematical model of the distribution of the experimental values described in Sect. 6. The natural question arises: how this mathematical model relates to the characteristic equation of the solar cell?

To determine the theoretical effect of the EMF $E$ on the illuminance $E$, let us remind one of the basic properties of the photoeffect: at constant spectral composition of electromagnetic radiation the incidence on the photocathode saturation of the photocurrent is proportional to the irradiance of the cathode. In other words, the number of photoelectrons emitted from the cathode per one second is directly proportional to the illuminance $E$: $n \sim E$ or $I_L = bE$. Since the photocurrent is proportional to the number of photoelectrons, from the basic characteristic Eq. (1) we obtain the expression

$$\frac{b}{I_0} E = \exp \left( \frac{q(U + IR_s)}{akT} + \frac{q(U + IR_s)}{R_{sh}} + \frac{I}{I_0} - 1 \right). \tag{12}$$

The EMF $E$ corresponds to the voltage on the SC contacts or voltage $U$ in the case $R_s = 0$ (see the scheme in Fig. 1). As follows from Eq. (12), the dependence of EMF $E$ on illuminance $E$ ($E = E(E)$) has a transcendental character, and the inverse function $E = E(E)$ shows an exponential growth

$$\frac{b}{I_0} E = \exp \left( \frac{qE}{akT} + \frac{qE}{R_{sh}} + \frac{I}{I_0} - 1 \right). \tag{13}$$

Just as in the case of the characteristic Eq. (2), Eq. (13) has no analytical solution and has to be solved numerically. As follows from the Sect. 4, the proposed function (2) is quite a good approximation of the theoretical dependence (13).

8. Conclusions

The modelling of the solar cell EMF and illuminance has shown that in case of 100 W/m² illuminance EMF reaches a value of around 2 V and then changes insignificantly with an increase of illuminance; consequently, this means that in case of the above illuminance the SC operates at its highest efficiency. The research results show that the illuminance reaches the value of 100 W/m² at 8-9 a.m., and this value decreases to < 100 W/m² at 7-8 p.m., i.e. SCs work most efficiently during the above hours.

The established differential Eq. (10), together with the initial condition (11), can be interpreted as a continuous dynamic system in which the role of time is played by illuminance $E$. This dynamic system is linear. Its phase portrait, with a change of the parameter $b$, includes straight lines of various trends, going through the beginning of the coordinates.

It should be stressed that if various parameters of SC, which were fixed in our case, the dependent relationship of SC EMF on illuminance $E = f(E)$ (2) can be more complicated. The corresponding differential equation can be a nonlinear one. As a consequence, the phase portrait of such a system will be different. However, there remains the main idea that the dependence of the crystal semiconductor (SC) EMF on illuminance can be interpreted as a dynamic system.

The general understanding that a dynamic system is a set of the $n$-dimensional smooth manifold $M^n$ and a one-parameter group of diffeomorphisms (7) can be generalized. It is enough to require one-side differentiability instead of smoothness, whereas the group of diffeomorphisms can be restricted to its semigroup $g^{+}$. The DS generalized in this way enables the usage of singular integro-differential operators instead of a classical evolution operator [33].

In our case, the proposed mathematical model is linear. The most fruitful results could be expected in the case of nonlinear mathematical models when the powerful methods of dynamical systems are used.

We see that the interpretation of the SC illuminance $E$ as the "time" variable is productive since it allows applying powerful DS methods for the SC mathematical modelling. Especially powerful this method should be in case of nonlinear and complicated behavior of the analysed system. The other possible sphere of mathematical modelling is related to the analysis of the fluctuation of experimental values with respect to the trend.

Acknowledgments

One of authors A.J. acknowledges a support of the project code VP1-3.1-SMM-08-K-01-009 by the National Program of the Lithuanian Ministry of Education and Science in collaboration with the European Social Fund Agency.

References


