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High Resolution Density Map as the Visualization

of a Larger Time Scale Molecular Dynamics
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A method of visualization of two-dimensional systems of particles in a large time scale molecular dynamics with
application to the domain reorientation process in 2D Lennard-Jones system is presented. The described processing
is general and can be used in comparing experimental results of atomic force microscopy with the results calculated
using a computer as well as for predicting new phenomena. Domain reorientation process in 2D Lennard-Jones
system approaching equilibrium is presented and confronted with the Fourier analysis of the data obtained for
di�erent initial parameters and at di�erent states of aggregation. New border domain features accompanying this
process are discussed.
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1. Introduction

Imaging of systems in molecular dynamics (MD) sim-
ulations is as old concept as the MD method itself.
The most standard way to visualize the system is to
plot circles in the atoms positions. More sophisticated
method is to look at the traces of the atoms to have
a �rst insight into their mobility aspects. Next step in
visualization is to create density maps. This idea re-
quires averaging over many con�gurations that exist in
the time proximity. It can be done for short time aver-
ages to observe transient e�ects or the structure in the
local densities. Introducing high resolution density maps
(HRDM) with large averaging time with pixel color sup-
pression/adjustment to �t quality requirements allows a
new possibility in analysis. Results of this method turn
out to be perfectly suitable for the high resolution fast
Fourier transform (FFT) analysis, which is the most reli-
able tool in studying symmetry of the structures, hence,
helping in judging of the stability or the metastable re-
gions in the solid state.
Contrary to the earlier attempts of MD imaging, it

lies close to the idea of the atomic force microscopy
(AFM) pictures. AFM imaging [1] is a powerful method
which within the last 25 years has been successfully used
to study the surfaces with the resolution ranging from
10−10 m till 10−4 m. In principle, AFM is a mechanical
instrument whose performance is limited by the speed of
the tip moving over the substrate, hence resulting in a rel-
atively slow imaging rate. Conventional AFM typically
requires more than one minute to perform a topographic
image, depending on image area. As a consequence the
AFM registers an average of many states present at the
molecular level. Moreover, di�erent parts of the image
are not taken at the same time. If the scanning starts,
for instance, at the left side and proceeds to the right side,
the right part of the image is, in fact, taken much later
than the part of the starting point. This can be meaning-
less if the sample features are stable on the time level of
taking AFM picture, but cannot be used to observe fast
changes due to, for example, molecular arrangements.

The idea of collecting HRDM like the one used in
AFM images is exactly at the root of the present pa-
per simulation idea. It is also aimed at creating a tool
allowing comparison of the AFM results and MD simu-
lations, since it follows the natural state of the particles.
A two-dimensional case with the interaction among par-
ticles modeled by the Lennard-Jones potential has been
chosen. The particular parameters used correspond to
argon, for which the Lennard-Jones potential is known
to provide a very good description. This potential, how-
ever, has a drawback of not being able to describe prop-
erly solids, where more sophisticated or ab initio models
are in use. The standard way of performing MD con-
sists of two parts. In the �rst, an attempt to equilibrate
the system is undertaken, in the second, much shorter
than the previous one and called the production run, a
number of observables are calculated. The type of the
phase obtained can be judged from studying the corre-
lation functions character. In 2D case these are radial
distribution function g(r) [2] and radial bond orienta-
tional correlation functions g4(r) and g6(r) [3] that allow
to �nd the type of arrangement. These properties have
easily interpretable features if the system is well equili-
brated. They become, however, insu�cient if the system
is dynamically changing. By this we mean that they can
be time dependent and its properties can be blurred by
the time changes. The drawbacks of the above methods
can be overcome using density maps of the whole particle
system collected at many subsequent instants. The use of
the two-dimensional geometry and the systems bounded
by a rectangular box (as presented further) provides an
additional asset to the visualization.

2. High resolution density maps

A high resolution density map is created here as a ma-
trix Mmn. If the particle system is limited by the rect-
angle of the volume V = ab, then every element of the
density matrix M of the size m × n corresponds to the
volume of ab/mn, which establishes the resolution of the
computer experiment. The matrix Mmn is constructed
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as follows. (a) Create matrix Mmn, (b) �ll in each ele-
ment of the matrix with 0, (c) at the time of collecting
data, for each i-th particle located in (x, y) �nd its cor-
responding location in the matrix as (1 + (int)(mx/a),
1+(int)(ny/b)), and increment the value of the matrix el-
ement by 1, (d) repeat step (b) for selected time moments
until the simulation reaches the desired time. The high
resolution photographic type of the image is obtained
then using the pixel intensity suppression and application
of the full grey scale range. M matrix is a 2D histogram,
whose largest values are in locations, where the parti-
cles spend the most of their time. For good visualization
or for the purposes to study the e�ects of longer simu-
lations, the statistics needs a substantial amount of the
computer calculation time. Even if the building of the
matrix M has been started at the beginning of the sim-
ulations, their current image is being dominated by the
last positions of the particles. This method can be also
called �one instant snapshot rule�, since all the parts of
the image come from the evaluation due to the same time
conditions and the building of the histogram is stopped
at the same instant for each part of the system. Matrix
generated is transformed into a gray-scale photographic
image. For the purpose of the symmetry analysis the
FFT has been used. This method (the density map plus
the FFT analysis) will be not successful in distinguishing
the liquid from the gas, since these phases have almost
homogeneous density maps, however, it will di�erentiate
the liquid from the solid phase, allow for the characteriza-
tion of the structures at the liquid�solid interface and for
the identi�cation of di�erent solid con�gurations. Also,
indirectly through the degree of blurriness, it gives in-
sight into their dynamics.

3. Example

The HRDM method was used for a two-dimensional
system of argon particles interacting via truncated and
shifted Lennard-Jones potential

U(r) =


4ε

[
(σ/r)

12 − (σ/r)
6
]
,

−4ε
[
(σ/rc)

12 − (σ/rc)
6
]
, r < rc,

0, r ≥ rc,

(1)

where ε is the depth of the potential well, σ is the dis-
tance at which the inter-particle potential is zero; r is
the inter-atomic distance, rc is the cut-o� radius. Ini-
tially the atoms were arranged on 2D simple square lat-
tice with periodic boundary conditions. The total num-
ber of the particles used here is equal to 900. All com-
putations were performed in the reduced units with the
time step equal to ∆t = 0.002. The parameters of argon
(M = 0.03994 kg/mol, T = 119.8 K, ρ = 1680 kg/m3)
have been transformed to the reduced units in which
t∗ = 1 is a reduced time corresponding to real time equal
to 2.18 ps. Note that this unit is so small that it is
unattainable in real experimental conditions. The system
was initially simulated for 105 time steps. Under NVE
conditions, the system �nally evolved to certain condi-
tions of the pressure P and temperature T . Starting from

this moment, calculations for the histogram were per-
formed every 10 time steps. Di�erent histograms for 104,
105 and 107 time steps (corresponding to 44 ps, 440 ps
and 44 ns) for di�erent initial total energy and density
were calculated. Therefore, the results presented later
for the various times represent di�erent, but su�cient
enough, number of averaged con�gurations taken into ac-
count. The properties of the HRDMs depend largely on
the time of the simulation, however, smaller statistics can
a�ect the sharpness of the image only by a small extent.
The size of the matrixM was chosen as 500 by 500, which
gives 250000 points of the histogram. Pixel intensity sup-
pression has been used to expose the details of the image.
The resulting ratio of the particles number to the number
of the matrix M points is 3.6×10−3. Small number here
is indispensable for the quality of the histogram.
In the subsequent pictures HRDMs and their FFT

transforms are presented for liquid (Fig. 1), liquid�solid
interface (Fig. 2) and solid state (Fig. 3). The parameters
of these particular states examples have been chosen from
the density-temperature phase diagram [4]. Whereas for
small times the HRDM of the liquid phase has well dis-
tinguishable features with the FFT showing a concentric
ring without spots (Fig. 1a�c), for longer times it reaches
the state for which the HRDM is uniform (structureless).

Fig. 1. HRDMs for (a) 104, (b) 105, (c) 107 time steps
corresponding to 44 ps, 440 ps and 44 ns. The density
is equal to ρ = 0.50, when the calculated temperature
T = 1.0 (liquid). The corresponding FFT images are
shown on the right side.

In the transition region between the solid and �uid
(Fig. 2) one observes polycrystalline domains at shorter
times (part (a)), which gradually disappear while sim-
ulating, forming hexagonal type structure (part (b)
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Fig. 2. HRDMs for (a) 104, (b) 105, (c) 107 time steps
corresponding to 44 ps, 440 ps and 44 ns. The density
is equal to ρ = 0.95, when the calculated temperature
T = 1.0. The corresponding FFT images are shown on
the right side.

Fig. 3. HRDMs for (a) 104, (b) 105, (c) 107 time steps
corresponding to 44 ps, 440 ps and 44 ns. The density
is equal to ρ = 1.00, when the calculated temperature
T = 1.0 (solid). The corresponding FFT images are
shown on the right side.

and (c)) with peculiar FFT image which at much later
times takes on the form of hexagonal structure with
slight disclinations (blurred long areas where the direc-
tion of the raw of particles is slightly though noticeably
changed). The absence of long range spatial order is ap-
parent from the FFT image. This e�ect would not be so
clearly visible in the short time HRDMs.

The number of the polycrystalline domains decreases
with increasing density; the process is quite sensitive to
the value of the density: a small change in density results
in very large changes in the structure. A well de�ned
crystalline structure is visible in the area of solid (Fig. 3).
From the snapshots presented here another important
question can be drawn, which concerns the problem of
decision whether the system has reached equilibrium level
in the simulations. Looking at Fig. 3 for the time steps
corresponding to 44 ps (part (a)) one observes the do-
main or polycrystalline-like structure which disappears
already in part (b) con�guration for the time of 440 ps.
The hexagonal patterns are con�rmed in parts (b) and (c)
by the Fourier images. Comparison of parts (c) of Figs. 2
and 3 shows that probability of domain reorganization,
visible only in a short time scale, is expected to be higher
for lower densities. In polycrystalline system one ob-
serves new features at the border areas. These are the
particles that are practically immobile but surrounded by
very mobile neighbors (see highlighted areas in Fig. 3).
Enhanced mobility of these particles at the interfacial ar-
eas or domain borders can be justi�ed by enhanced blur-
riness of their images. Once detected such a group of the
particles can be put under more detailed examination.

Fig. 4. Comparison of the density pro�les of the nor-
mal particles with Gaussian-like distribution and more
mobile particles at the polycrystallinity borders.

Figure 4 presents the density pro�les of the normal par-
ticles and their more mobile neighbors, the e�ect discov-
ered by the using of the HRDM method. This nonequi-
librium feature will strongly in�uence di�usion proper-
ties at these areas. Also the chains of such mobile par-
ticles groups may be responsible for the easiness of the
domain reorientations. Targeting such speci�c mobility



High Resolution Density Map as the Visualization. . . 1647

situations is an important problem in nanotechnol-
ogy applications, micro�uidic mixing and interfacial
phenomena.

4. Summary

As a summary future importance of this method should
be emphasized. It should be noticed that the described
method allows to observe new e�ects that otherwise may
not be possible to detect (like the presented enhanced
mobility at the polycrystallinity borders) with the pre-
sentation of the single particle con�guration (Fig. 5) or
by the macroscopic or local density averaging (with re-
sults similar to �uid case in Fig. 1). The method can

Fig. 5. The exemplary con�guration of the particles
corresponding to the simulation with the parameters
from the part (a) of Fig. 3.

be successfully used to determine the size and the num-
ber of domains and to determine time evolution of the
domain patterns. Solid state can be easily distinguished
from liquid and gas. HRDM textures carry also some
indication of the di�usion coe�cient. The crystal struc-
ture will have a small di�usion constant, whereas the
fuzzy features indicate larger di�usivity. The resulting
histogram images are similar to the pictures created in
the AFM experiments. If the system studied by AFM
is not changing over scanning time then there is even a
chance to directly compare the both methods outcome.
Applications of the HRDM method may help to cast a
new light on the controversial problems. Until now, for
instance, there exists ambiguity as far as the existence of
the hexatic phase in 2D systems (also the Lennard-Jones
system) (see for instance [3] and references therein) is
concerned. According to [3] such a phase occurs between
solid and liquid state. The hexatic phase described by
the Kosterlitz, Thouless, Halperin, Nelson, and Young
(KTHNY) theory [5�8], is subject to the size e�ects and
stabilizes only when the simulation system is large [3].
Its presence is indicated by the algebraic decay of the
bond orientational order parameter as a consequence of
the disclinations. The HRDM seems to be a promising
tool to study these e�ects, however, much more simula-
tion work is needed here. An undeniable advantage of the

presented HRDM method is also the full time control of
creating maps and the fact that the di�erent parts of the
image are being observed at the same time. In the case of
AFM, even though the ultra-high speed instruments are
capable to catch 1000 (or more) frames per second [9, 10],
so being capable to cover the distance of nanometers in
nanoseconds, still di�erent parts of the picture are taken
at a di�erent instant, providing averages of dynamical
changes at the molecular time scale at incommensurate
time conditions. Because of the �one instant snapshot�
rule the HRDM method can be regarded then as a com-
plementary to AFM source of information.
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