The Numerical Solution of Fractional Diffusion Equation by Using Local Polynomial Regression
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1. Introduction

Diffusion equations are an important part of partial differential equations because of their potential applications in science, engineering, and social sciences. On the other hand, the fractional derivatives have been started to apply in several systems in the past few decades. Recently an extensive work has appeared in literature dealing with one- and two-dimensional partial diffusion equations [1–6].

It is well known that the one-dimensional fractional diffusion equation is defined as:

$$\frac{\partial u(x,t)}{\partial t} = d(x) \frac{\partial^\alpha u(x,t)}{\partial x^\alpha} + q(x,t). \tag{1}$$

To Eq. (1) we attach the initial conditions and boundary condition

$$u(x,0) = f(x), \quad 0 \leq x \leq 1, \tag{2}$$

$$u(0,t) = g_0(t), \quad t \geq 0, \tag{3}$$

$$u(1,t) = g_1(t), \quad t \geq 0, \tag{4}$$

on a finite domain $0 \leq x \leq 1$, for $t \geq 0$. Here, $d(x)$ represents the diffusion coefficient and $q(x,t)$ — the source/sink function. Sources provide energy or material to the system where sinks absorb energy or material. Equation (1) becomes the classical diffusion equation for $\alpha = 2$. It models a superdiffuse flow for $1 < \alpha < 2$ and a classical advective flow for $\alpha = 1$ [2].

In this paper, the local polynomial regression (LPR) is applied for the numerical solution of one-dimensional fractional diffusion equation. The paper has been organized as follows. Necessarily theoretical background is given in Sect. 2. In Sect. 3, LPR solutions for partial diffusion equation are applied. A numerical example is presented in Sect. 4.

2. Theoretical background

In this section, we recall the Caputo fractional derivative and the local polynomial regression.

2.1. Caputo fractional derivative

There are various kinds of fractional derivatives that one can use for the fractional calculations. The widely used fractional derivatives are the Grunwald–Letnikov, the Riemann–Liouville, and the Caputo fractional derivatives. The Caputo fractional derivative is a regularization in the time origin for the Riemann–Liouville fractional derivative [7, 8]. A nice comparison of these definitions from the viewpoint of their applications in physics and engineering can be found in [9, 10].

In this paper, we use the Caputo fractional derivative that is defined as follows [11]:

$$D^\alpha_x = J^{m-\alpha}D^m f(x) = \frac{1}{\Gamma(m-\alpha)} \left( \int_0^x (x-t)^{m-\alpha-1} f(m)(t) dt \right) \tag{5}$$

for $m-1 < \alpha \leq m$ and $m \in N$. The Caputo fractional derivative is considered here because the fractional diffusion equation is transformed to the integro-differential equation by using it.

2.2. Local polynomial regression

Suppose that the $(p+1)$-th derivative of $x(t)$ at point $t_0$ exists. We approximate the unknown restriction function $y(t)$ locally at $t_0$ by a polynomial of order $p$. The theoretical justification is that we can approximate, in a neighborhood of $t_0$, $y(t)$ using a Taylor expansion

$$y(t) \approx \sum_{k=0}^p \beta_k (t - t_0)^k, \tag{6}$$

where

$$\beta_k = \frac{t(k)(t_0)}{k!}. \tag{7}$$

This polynomial, used to approximate the unknown function locally at $t_0$, is obtained by solving a locally weighted least squares regression problem, i.e. by minimizing
\[
\sum_{i=1}^{n} \left[ Y_i - \sum_{k=0}^{p} \beta_k (t_i - t_0)^k \right]^2 \frac{K (t_i - t_0)}{h},
\]
where \( h \) is the smoothing parameter and \( K \) is a kernel function. The local polynomial kernel regression estimate \( \hat{\beta} \) is given by \( \hat{\beta} = (X^T W X)^{-1} X^T W Y \), where \( x = ((t_i - t_0)^{\alpha-1})_{1 \leq j \leq n}, 1 \leq j \leq p + 1 \), \( W = \text{diag}[K_h (t_i - t_0)] \) the vectors \( Y = (Y_1, Y_2, \ldots, Y_n)' \) and \( \beta = (\beta_0, \beta_1, \ldots, \beta_p)' \). A detailed description can be found in [12].

3. LPR solutions for partial differential equation

Difference schemes for this first problem are considered as follows:

\[
u_{i+1} - u_i = d(x) \frac{\partial^2 u(x, t)}{\partial x^2} + q(x, t),
\]
where \( \Delta t = k \):

\[-kd(x)u_{i+1} + u_i = u_{i+1} + kq(x, t)\]
and the initial conditions are given in (2).

\[
u(x, 0) = f(x) = u_0.
\]
Substituting (11) in (10) then is obtained as follows:

\[
\begin{align*}
t = 0 + k, & \quad -kd(x)u_0^{(a)} + u_1 = u_0 + kq(x,k), \\
t = 0 + 2k, & \quad -kd(x)u_2^{(a)} + u_2 = u_1 + kq(x, 2k), \\
& \quad \vdots \\
t = 0 + nk, & \quad -kd(x)u_n^{(a)} + u_{n+1} = u_{n+1} + kq(x,nk).
\end{align*}
\]
In this section, the LPR method for solving Eq. (1) is outlined. Let Eq. (6) be an approximate solution of Eq. (1):

\[
y(x) = \sum_{j=0}^{p} \beta_j (x - x_0)^j,
\]
where \( x_1 = a, x_2, \ldots, x_n = b \) and it is required that the approximate solution (15) satisfies the boundary value problems at the points \( x = x_i \). Putting (15) in (12), it follows that:

\[
-kd(x_i) \sum_{j=m+1}^{p} \frac{1}{\gamma(m-\alpha)} \int_{x_0}^{x_i} (x_i - s)^{m-\alpha-1} \times \beta_j (j - 1) \cdots (j - m)(s - x_0)^{j-m-1} ds \\
+ \sum_{j=0}^{p} \beta_j (x - x_0)^j = u_0 + kq(x,k),
\]
\( a \leq t \leq b, \quad a \leq s \leq b \).

This leads to the system

\[
i = 1, \quad a_{i,j} = \beta_j (x_1 - x_0)^j, \quad j = 0, p, \quad y(i) = g_0(k),
\]
\[
i = 2, \quad n - 1, \quad b_{i,j} = \beta_j (x_n - x_0)^j, \quad j = 0, p,
\]
\[
c_{i,j} = \frac{1}{\gamma(m-\alpha)} \int_{t_0}^{t_i} (t_i - s)^{m-\alpha-1} \beta_j (j - 1) \cdots (j - m)(s - t_0)^{j-m-1} ds, \quad j = m + 1, p
\]
\[
y(i) = u_0(i) + kq(x,k),
\]
\[
i = n, \quad a_{n,j} = \beta_j (x_n - x_0)^j, \quad j = 0, m, \quad y(i) = g_1(k).
\]

Then, the matrix form can be written as follows by using Eqs. (17)–(19):

\[
X = \begin{bmatrix}
a_{1,0} & a_{1,1} & \cdots & \cdots & \cdots & a_{1,p} \\
b_{2,0} & b_{2,1} & \cdots & b_{2,m+1} + c_{2,m+1} & \cdots & b_{2,p} + c_{2,p} \\
b_{3,0} & b_{3,1} & \cdots & b_{3,m+1} + c_{3,m+1} & \cdots & b_{3,p} + c_{3,p} \\
\vdots & \vdots & \cdots & \vdots & \cdots & \vdots \\
b_{n-1,0} & b_{n-1,1} \cdots & b_{n-1,m+1} + c_{n-1,m+1} \cdots & b_{n-1,p} + c_{n-1,p} \\
a_{n,0} & a_{n,1} & \cdots & \cdots & \cdots & a_{n,m} 
\end{bmatrix}
\]
\[
Y = \begin{bmatrix}
y(1) \\
\vdots \\
y(n)
\end{bmatrix}
\]
Putting (20) in \( (X^T W X)^{-1} X^T W Y \), then estimated set of coefficients \( \beta \) are obtained by solving matrix system. Therefore, approximate solution (15) is obtained.

4. A numerical example

In this section, we consider the following one-dimensional fractional differential equation, as taken in the literature [2, 5, 6]:

\[
\frac{\partial u(x, t)}{\partial t} = d(x) \frac{\partial^{1.8} u(x, t)}{\partial x^{1.8}} + q(x, t),
\]
on a finite domain \( 0 < x < 1 \), with the diffusion coefficient

\[
d(x) = \Gamma(2.2)x^{2.8}/6,
\]
the source/sink function

\[
q(x, t) = -(1 + x)e^{-t}x^3,
\]
subject to the initial condition,

\[
u(x, 0) = x^3, \quad 0 < x < 1,
\]
and the boundary conditions

\[
u(0, t) = 0, \quad u(1, t) = e^{-t}, \quad t > 0.
\]

Note that the exact solution for \( \alpha = 2 \) is

\[
y(x) = e^{-t}x^3.
\]
instructive for the aspect of modelling. It is clearly seen that the magnitude of the errors decreases by increasing the fraction order from 1 to 2. For the fractional diffusion equation satisfactory results is received, which are illustrated by some numerical experiments (see Fig. 1). All computations are carried out using MATLAB 6.5.

The fractional derivative is defined in the Caputo sense. The method is applied on a test problem where the $\alpha$ is equal to 1.01, 1.20, 1.40, 1.60, 1.80, and 1.99. It may be concluded that the LPR is very powerful and efficient method in finding solutions for these kind of problems.

5. Conclusions

In this paper, the LPR is applied for the numerical solution of one-dimensional fractional diffusion equation.
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