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The electronic properties and structural phase transition of bulk rhodium hydride are analyzed using density
functional theory calculations with the generalized gradient approximations. The sequent phase transition is
observed in bulk rhodium hydride. The predicted new high pressure phase of rhodium hydride is hexagonal NiAs
type. The atomic geometry, adsorption energy, and binding energy of the Rh (111) surface are computed. The
calculated surface energy for Rh (111) surface is 1.06349 eV and the maximum adsorption energy is obtained in
6 × 1 phase as 2.8617 eV. The relaxed geometries show that hydrogen has a strong in�uence on the interlayer
distance.
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1. Introduction

The 4d transition metal hydrides attract renewed in-
terest as a potential hydrogen source for portable fuel
cells [1]. Rhodium has several interesting mechanical
and structural properties. Irodova et al. [2] investigated
the formation of 4d transition metal hydrides experimen-
tally using neutron di�raction method and they predicted
rhodium hydride crystallized in NaCl structure. The
structural and magnetic properties of RhH were analyzed
using ab initio studies [3]. Bannikov et al. [4] investigated
the electronic structure and magnetic properties of RhHx
(x = 0.25, 1.0, 1.33) based on full-potential linearized
augmented plane wave generalized gradient approxima-
tion (FLAPW-GGA) calculations. Using the �rst prin-
ciples calculation, Xin Cui et al. [5] reported the me-
chanical and magnetic properties for both Rh and RhH
systems. Rhodium is an active catalyst in various reac-
tions involving hydrogen interaction with several reagents
[6�11]. Hence understanding the nature of hydrogen in-
teraction with a rhodium surface is essentially impor-
tant. The hydrogen adsorption on polycrystalline Rh
[7, 12�14] and on rhodium single crystals [15�22] were
reported. The experimental studies of hydrogen adsorp-
tion on Rh (110) [16�21] and Rh (111) [15�22] surfaces
showed an interesting feature. The investigation of struc-
tural features of Rh (100) surface was performed by Eich-
ler et al. [23], no other theoretical information has been
reported yet on Rh (111) surface.
To the best of our knowledge, investigation of mechan-

ical stability and structural phase transition of rhodium
hydride under high pressure have not been reported yet.
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In this work, we have theoretically investigated the me-
chanical stability, structural phase transition, electronic
properties of bulk rhodium hydride and the stability of
rhodium thin slab (Rh (111) and Rh (100)) via surface
energy calculation. We have also analyzed the adsorp-
tion of hydrogen on Rh (111) surface slab via periodic,
self-consistent density-functional theory (DFT) calcula-
tions. The preferred adsorption sites, optimized geome-
tries and surface binding energy all have been presented
and analyzed.

2. Computational details

All the calculations in this study are based on density
functional theory as implemented in the Vienna ab ini-
tio simulation package (VASP) code [24�28], using the
projector augmented wave (PAW) method [29, 30] and
the generalized gradient approximation (GGA) with the
Perdew�Burke�Ernzerhof (PBE) [31] formulation was
used to describe the exchange-correlation contributions.
We have used a plane-wave basis set to expand the elec-
tronic wave-functions with the same plane-wave energy
cuto� of 400 eV, which guarantees convergence of ad-
sorption energies within 1 meV. The Brillouin zone inte-
grations are performed on the Monkhorst�Pack K-point
mesh [32] with a grid size of 12×12×12 for structural op-
timization and the total energy calculation of bulk RhH
[3, 5]. Surfaces were modeled using periodic slabs, with
�ve atomic layers and a vacuum thickness of 10.53 Å.
Adsorption was allowed on only one of the two exposed
surfaces, and the electrostatic potential was adjusted ac-
cordingly. Four di�erent cells, i.e., 3 × 1, 4 × 1, 5 × 1,
and 6 × 1, were considered for the adsorption of hydro-
gen on Rh(111) surface. The adsorbate and the atoms
in the top three layers were allowed to relax while the
atoms in the bottom two layers were �xed at the bulk
truncated positions. Calculations were performed using
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2 × 2 surface unit cells, with 9 × 9 × 1 k-point grids.
Based on the convergence of total energies, for Rh sur-
faces, a 9× 9× 1 Monkhorst�Pack grid was employed for
the (111) and (100) surfaces, respectively. For all of the
relaxations, an energy di�erence of 10−4 eV was set as
the convergence criterion between successive ionic steps.
When the maximum force acting on each atom of the slab
dropped below 0.01 eV/Å, structural relaxation calcula-
tions were stopped. The optimized lattice constants of
bulk Rh was a = 3.80 Å. The atomic slabs are separated
in the z-direction by vacuum regions. The vacuum space
was set to 10.53 Å to guarantee a su�cient separation
between the periodic images.

3. Results and discussion

3.1. The optimized crystal structures
and formation energies

Many of the transition metal monohydrides are stable
in cubic-NaCl structure [33�40] or hexagonal structure at
ambient pressure [35, 41] and it may undergo a structural
phase transition under high pressure [38, 39]. Hence, we
have investigated the di�erent cubic and hexagonal crys-
tal structures for rhodium hydride such as NaCl (space
group Fm3̄m), CsCl (space group Pm3̄m), ZB (space
group F 4̄3m), WC (space group P63m̄c) and NiAs (space
group P63/mmc) structures. Since the formation energy
of these structures is negative, it can be easily formed un-
der pressure. Among these crystal structures, NaCl�RhH
is the most stable structure.
The equilibrium lattice parameters are determined by

minimising the total energy for di�erent values of lattice
constants [42]. The valence electron density (VED) is
de�ned as the total number of valence electrons divided
by volume per unit cell, which is an important factor for
analyzing the super hard materials.

TABLE I

Calculated lattice parameters a, c (Å), equilib-
rium volume V0 (Å3), valence electron density VED
(electrons/Å3), bulk modulus B0 (GPa), and pressure
derivative B′0 for the rhodium hydride for �ve di�erent
structures.

NaCl CsCl ZB WC NiAs

a

c

V0

ρ

B0

B′
0

formation
energy

3.8303

4.010 [2]

4.053 [3]

4.084 [4]

4.044 [5]

13.72

0.728

201 [5]

3.71

−4.7547

2.689

19.44

0.5144

229

3.6

−3.8331

4.2116

18.68

0.5353

218

3.76

−4.5032

3.371

4.256

21.27

0.4701

160

3.94

−2.9617

2.844

3.892

27.81

0.3595

192

3.42

−3.402

The equilibrium lattice parameters a, c (Å), vol-
umes of unit cells V0 (Å3), valence electron density

VED (electrons/Å3), formation energy per unit cell (eV),
bulk modulus (GPa) and its pressure derivative along
with the experimental [34] and other available theo-
retical values [20�22] for �ve di�erent crystal struc-
ture of rhodium hydride are given in Table I. The cal-
culated VEDs are 0.728 electrons/Å3 for NaCl�RhH,
0.5144 electrons/Å3 for CsCl�RhH, 0.5333 electrons/Å3

for ZB�RhH, 0.4701 electrons/Å3 for WC�RhH, 0.3595
electrons/Å3 for NiAs�RhH. It is worth to note that the
VED of NaCl�RhH is comparable to 0.70 electrons/Å3

for diamond [43]. Among the considered structure NaCl�
RhH have the highest VED and it is found to be the hard-
est material. The primitive unit cells of di�erent crystal
structure of rhodium hydride are shown in Fig. 1.

Fig. 1. The primitive unit cells of rhodium hydride:
(a) NaCl�RhH, (b) CsCl�RhH, (c) ZB�RhH, (d) WC�
RhH, (e) NiAs�RhH.

The heat of formation of metal hydride is calculated by
subtracting the total energies of the host alloy and the
absorbed hydrogen molecule from that of the �nal state

∆H = EMH − EaM − EaH, (1)
where EaM and EaH are the energies of an isolated metal
and hydrogen atom, respectively, EMH is the energy of
the metal hydride. The stability of a hydride depends on
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its formation energy through the reaction
xyM + H2 → xMyH2/x. (2)

The formation energy is a useful parameter in the deter-
mination of relative stability. The calculated formation
energies for di�erent structure are given in Table I. It is
found that the formation energy of RhH in NaCl struc-
ture is minimal, when compared to other structures. So
RhH is more stable in NaCl structure. This may be due
to hybridization between the Rh d state and the hydrogen
s state.

3.2. Mechanical stability of rhodium hydride

The stability of crystal structures can be evaluated
through elastic constants. Elastic constants are the mea-
sure of the resistance of a crystal to an externally ap-
plied stress. In order to calculate the elastic constants of
a structure, a small strain is applied onto the structure
and its stress is determined. The energy of a strained
system [44, 45] can be expressed in terms of the elastic
constants Cij as

∆E

V0
=
E ({ei})− E0

V0
=

(
1− V

V0

)
P (V0)

+
1

2

(
6∑
1

6∑
1

Cijeiej

)
+ O

({
e3i
})
, (3)

where V0 is the volume of the unstrained lattice, E0

is the total minimum energy at this unstrained volume
of the crystal, P (V0) is the pressure of the unstrained
lattice, and V is the new volume of the lattice due to
strain tensor [45]. The elasticity tensor has three inde-
pendent components (C11, C12, C44) for cubic crystals
and �ve (C11, C12, C44, C13, C33) for hexagonal crystals.
A proper choice of the set of strains {ei, i = 1, 2, . . . , 6},
in Eq. (3) leads to a parabolic relationship between
∆E/V0 (∆E ≡ E − E0) and the chosen strain [46]. For
each lattice structure of RhH, the lattice is strained by
0%, ±1%, and ±2% to obtain their total minimum en-
ergies E(V ). These energies and strains are �tted with
the corresponding parabolic equations of ∆E/V0 to yield
the required second-order elastic constants [46]. While
computing these energies, all atoms are allowed to re-
lax with the cell shape and volume �xed by the choice
of strains {ei}. From the calculated Cij values, the
bulk modulus and shear modulus for the cubic crystals
and hexagonal crystals are determined using the Voigt�
Reuss�Hill (VRH) averaging scheme [47�49]. The strain
energy (1/2)Cijeiej of a given crystal in Eq. (3) must
always be positive for all possible values of the set {ei};
for the crystal to be mechanically stable. For a stable
hexagonal structure, the �ve independent elastic con-
stants Cij (C11, C12, C33, C13, C44) should satisfy the
well known Born�Huang criteria [50], while for a cubic
crystal, the three independent elastic constants Cij (C11,
C12, C44) should satisfy the Born�Huang criteria [50].
The calculated elastic constants Cij (GPa), the

Young's modulus E (GPa) [51], shear modulus G (GPa)
[51] and Poisson's ratio (ν) [52] are given in Table II.

TABLE II

Calculated elastic constants C11, C12, C44, C13, C33

(GPa), Young's modulus E (GPa), shear modulus
G (GPa), and Poisson's ratio ν.

RS�RhH ZB�RhH CsCl�RhH Wurtzite�RhH NiAs�RhH

C11 384 399 374 343 434

C12 109 127 154 92 138

C44 102 112 127 57 60

C13 � � � 55 58

C33 � � � 347 350

E 290 308 304 299 337

G 116 122 119 126 140

ν 0.22 0.24 0.29 0.19 0.21

Clearly, the computed elastic constants for both cubic
and hexagonal RhH satisfy Born�Huang criteria, suggest-
ing that they are mechanically stable. Young's modulus
(E) and Poisson's ratio (ν) are the two important factors
for technological and engineering application. The sti�-
ness of the solid can be analyzed using the Young modu-
lus (E) value. The larger the value of E, the sti�er is the
material. From Table II, it is observed that among the
�ve phases cubic ZB�RhH is the sti�est phase. Among
the considered phases, the Poisson ratio of rocksalt-RhH
is lower than that of ZB, CsCl, wurtzite and NiAs phases,
indicating that the Rh�H bonding is more directional in
the rock salt phase.

3.3. Structural phase transition

At ambient condition, RhH is stable with NaCl struc-
ture. Under high pressure it undergoes a structural phase
transition. The total energies are plotted as a function
of reduced volume in Fig. 2 for all the �ve possible struc-
tures. From Fig. 2, it is seen that RhH is stable with
NaCl structure up to 11 GPa, and it has undergone a
structural phase transition under high pressure. In order
to calculate the transition pressure the Gibbs free energy
is calculated for the two phases using the expression

G = Etot + PV − TS. (4)
Since the theoretical calculations are performed at 0 K,
the Gibbs free energy will become equal to the en-
thalpy (H). Hence,

H = Etot + PV. (5)
At a given pressure, a stable structure is one in which
the enthalpy has its lowest value. The transition pres-
sures are calculated at which the enthalpies of the two
phases are equal.
The enthalpy as a function of pressure is shown in

Fig. 3. The phase transitions from NaCl to ZB occur-
ing at 11 GPa are shown in Fig. 3. On further increase
in pressure to around 154 GPa, ZB�RhH is transformed
to CsCl�RhH. As the pressure is further increased to
382 GPa, we observe CsCl to NiAs phase transition.
Thus, a series of NaCl → ZB → CsCl → NiAs structural
phase transitions are observed in RhH.

3.4. Electronic structure

The electronic structure of Rh and RhH with four pos-
sible structures is examined by looking at its density of



32 G. Sudhapriyanga et al.

Fig. 2. The total energies as a function of volume.

Fig. 3. The enthalpy as a function of pressure.

states (DOS). The total and partial DOS of rhodium and
rhodium hydride is shown in Fig. 4 and Fig. 5. The analy-
sis of DOS of rhodium and rhodium hydride shows some
considerable changes in the valence band which is due
to the addition of hydrogen atom. The DOS of both
Rh and RhH exhibits metallic character at ambient pres-
sure. The electronic structure is mostly dominated by
the d-state of Rh atoms. Generally, it is known that the
valence band is formed mainly due to the Rh d state elec-
trons below the Fermi energy (EF), while other states of
Rh are broader and mainly centered above the Fermi en-
ergy within the conduction band. In the valence band of
RhH the highest spikes are due to Rh d state electrons
and H s state electron. The range between −3 to 6 eV is
due to s state electron of hydrogen atom and the range
between 6 to 15 eV is due to d state electrons of rhodium
atom. From Fig. 4 it is observed that the Fermi level of
RhH is shifted upwards from pure Rh. Therefore it is
concluded that the width of the valence state in Rh is
increased due to the addition of hydrogen atom.
To further investigate the metallic properties of RhH,

the partial density of states (PDOS) is shown in Fig. 5.
For NaCl structure, a deep valley called the pseudogap is

Fig. 4. Density of states of Rh and RhH.

found near the Fermi level, which results from the strong
hybridization between Rh d states and hydrogen (H) 1s
state and also indicate the signi�cant covalent bonding.
For the ZB structure, it is found that the energy region
for the hybridization between Rh d states and hydrogen
(H) 1s state is from −5 eV to 15 eV. The main peak ap-
pearing at the energy region 10 eV to 15 eV is due to
Rh d state electrons in CsCl structure. For NiAs struc-
ture, the peaks from −5 eV to 10 eV are mainly due to
the d states of rhodium atom and 1s state of hydrogen
atom that also exhibit a strong hybridization.

3.5. Clean rhodium surface and surface stability

The surface energy is the energy required to create a
surface from the bulk material. The relative stability
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Fig. 5. Partial density of states of Rh and RhH.

of surfaces is estimated according to their surface en-
ergy (σ), which can be expressed as

σ = Eslab −NEbulk, (6)
where Eslab, Ebulk is the total energy of the two-
-dimensional slab and the total energy of bulk rhodium,
respectively. Here, we have analysed the stability of
Rh (100) and Rh (111) surfaces for rhodium. The calcu-
lated surface energy for Rh (100) surface is 1.06349 eV
and for Rh (111) surface is 0.7539 eV. The clean Rh (100)
surface calculation predicts inward relaxation of −3.4%
which is good agreement with the other theoretical re-
sults [53�58]. For Rh (111) surface, the predicted inward
surface relaxation is −1.09%. It is found that the out-
ward relaxation of the top layer is increased to 3.7% due
to the adsorption of a monolayer of hydrogen. From the

results one can see that the Rh (111) surface has a lower
surface energy, and this should be a stable surface. Ex-
perimental results also showed that the (111) planes are
the preferred cleavage planes for fcc Rh [59, 60]. We have
computed the hydrogen adsorption energy and binding
energy for the stable Rh (111) surface.

3.6. Hydrogen adsorption on thin Rh (111) surface

To determine the stable adsorption geometry we have
allowed, in addition to the relaxation of the substrate,
a minimization of the total energy with respect to the
height of the adsorbed hydrogen atom measured from the
centre of the top layer of the substrate. We considered
only the top layer of the substrate among three di�erent
high-symmetry positions of the adsorbate (on top of a
substrate atom, in a position forming a bridge between
two nearest-neighbour surface atoms, and in fourfold hol-
lows in the (111) surface of the face-centered cubic crys-
tal). To determine the population of rhodium adatoms
on the surface NRh we can de�ne total hydrogen coverage
Θtot as the ratio of the total uptake of H adatoms NH to
the number of Rh atoms on the surface

Θtot = NH/NRh. (7)
We have investigated the topmost layer of rhodium at
which the hollow site is occupied by hydrogen atoms. In
order to explore the adsorption of hydrogen at high cover-
age, guided by experiment [56], four phases for hydrogen
adsorption at the most favored site have been considered.
The four phases 3× 1, 4× 1, 5× 1, and 6× 1 correspond
to the coverage of 0.333, 0.25, 0.2, and 0.166 ML, re-
spectively. The adsorption energy Eads is de�ned as the
energy di�erence between the hydrogen-covered surface
and the clean surface plus NH/2 hydrogen molecules

Eads = − 1

NH

[
EM:H(Θ)− EM −

NH

2
EH2

]
, (8)

where EH−Rh and ERh are the total energy of the
Rh(111) system with and without H atoms adsorbed on
the surface, NH denotes the number of H atoms. EH2

represents the energy of the isolated H atom.
The binding energy as a function of the coverage Θ

is de�ned as the di�erence between the total energies of
the hydrogen-covered surface EM:H and the clean surface
EH plus the total energy of the appropriate number of
hydrogen atoms. The binding energy can be expressed
as

Eb = − 1

NH

[
EM:H(Θ)− EM −NHEH

]
. (9)

The adsorption energies and structural properties for hy-
drogen atoms adsorption at di�erent coverages and bind-
ing energies are presented in Table III. From Table III, it
is seen that adsorption energy at the coverage of 0.333 is
found to be about 1.8518 eV. As the coverage is increased,
the adsorption energy is found to be slightly increased,
which indicates that the hydrogen adsorption energy de-
pends on coverage.
From the calculated structural properties of hydrogen

adsorption on the Rh(111) surface, the vertical distance
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TABLE III

Adsorption energies, the changes of the interlayer dis-
tances (∆dij) as the percentages of the distance in the
bulk and structural parameters for the adsorption of hy-
drogen at hollow sites during the coverage range from 0.333
to 0.166 ML.

Phase
Adsorption
energy
Eads [eV]

Binding
energy
Eb [eV]

∆d12/d0

[%]
∆d23/d0

[%]
h

[Å]

3 × 1

4 × 1

5 × 1

6 × 1

1.8518
2.2325
2.5351
2.8617

4.0054
4.7667
5.4719
6.0252

0.09
−1.12

−3.6

−0.09

3.7
2.6
1.51
1.2

2.37
2.12
1.58
1.01

(h) between the hydrogen atom and the �rst Rh sub-
strate layer for hollow site is determined to be 2.373
and 1.0057 Å corresponding to the coverage of 0.33 and
0.16 ML, respectively.
The reason could be that the H�H repulsion at high

coverage is something e�ective in our calculation, and
the similar result also has been found for the adsorption
of H on Mo (110) surface [61]. It is found that the vertical
distance (h) between the hydrogen atom and the �rst Rh
substrate layer is 2.373, 2.1259, 1.5844 and 1.057 Å for
the coverage of 0.333, 0.25, 0.2 and 0.166, respectively.
It indicates that the hydrogen atoms move closely to the
top layer Rh as the coverage is decreased.
Also from Table III, it is seen that, as the number of

layers increases the binding energy increases. From the
structural property of ∆d12/d0 and ∆d23/d0, we found
an expansion of �rst interlayer spacing compared to clean
Rh(111) surface while the second interlayer spacing is
found to be in little contraction. It indicates that the
atoms in the 1st layer move away from the second Rh
layer while the atoms in the 2nd layer move close to the
third Rh layer as the coverage increases. It is found that
the expansion and contraction depend on the coverage.
Our results show that adsorption of a monolayer of hy-
drogen strongly reduces the inward relaxation as the layer
increases. Hence, it is found that the hydrogen-induced
surface relaxation is strongly coverage dependent.

4. Conclusions

The electronic structure, high pressure phase transi-
tion and mechanical stability of rhodium hydride have
been investigated using ab initio calculations. The pre-
dicted new high pressure phase of rhodium hydride is
hexagonal NiAs type. The density-functional theory
with generalized gradient approximation has been used
to study surface stability and hydrogen adsorption on
Rh (111) surface. Our results suggest that the Rh (111)
surface is more stable than the Rh (100) surface. The
adsorption energy and binding energy increases with in-
crease in the number of layers. The maximum adsorp-
tion energy is achieved in 6 × 1 phase with the value of
2.8617 eV. Hence, the adsorption of hydrogen may be
very strong in 6× 1 phase.
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