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The Zn1−xCdxO ternary alloys with a narrow band gap, which are useful for light emitters in the visible
wavelengths, are studied with respect to the unsteady region in mixing. This unstable region in mixing is calculated
from the free energy of mixing using the strictly regular solution model. The interaction parameter used in this
calculation is obtained by means of the valence-force-�eld model. An in�uence of the strain energy induced by
substrate on the region of the spinodal decomposition for the Zn1−xCdxO system is studied and discussed.
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1. Introduction

Wurtzitic Zn1−xCdxO ternary alloys and the struc-
tures with the lattice-matched Zn1−xCdxO/ZnO multi-
ple quantum wells are extensively investigated because of
applications for the light emitting diodes (LEDs) [1�7].
For this reason the study of the thermodynamic proper-
ties of the Zn1−xCdxO ternary alloy is very signi�cant
in the point of view of the fabrication of e�ective LEDs.
It is important to clarify the miscible and the unstable
composition of materials. The serious di�erence in the
lattice periods and bond lengths of the wurtzitic ZnO
and cubic CdO leads to the substantial strain energy
of the Zn1−xCdxO ternary alloy. The strain energy en-
hances the internal energy of the alloy, thereby providing
the tendency to decomposition. In other words, above-
-mentioned e�ect leads to an appearance of thermody-
namically unsteady states. The phase separation of the
unsteady states in semiconductor ternary alloys may be
realized by the way of the spinodal decomposition. The
spinodal decomposition gives rise to the formation of the
nanodomains (or macroscopic phases) of di�erent com-
position, lowering the internal energy of the alloy.

It should be noted that the e�ect of the spinodal de-
composition on the optical e�ciency of optoelectronic
devices may be useful or harmful. The harmful e�ect
is associated with the fact that the signi�cant composi-
tion �uctuations in semiconductor alloys can cause the
enlargement of the defect density (which may play a role
of the non-radiative recombination centers) and lower-
ing the performance of the LEDs. On the other hand,
the spinodal decomposition could play a positive role.
Earlier, it was proposed that the high luminescence ef-
�ciency of the InGaN-based LEDs could be related to
the presence of In-rich regions in spite of the large de-
fect density in the InGaN layers [8]. Above-mentioned
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In-rich regions can act as In-rich quantum dots (QDs) in
the InGaN layer, leading to appearance of deep potential
wells that suppress the movement of carriers toward non-
radiative recombination centers. In this case, the carrier
localization within In-rich QDs has also a great e�ect on
the quantum e�ciency of LEDs, causing a large redshift
in the emission energy and enhancement of the radiative
recombination e�ciency [9]. It was experimentally con-
�rmed that the In-rich QDs in InGaN are generated by
spinodal decomposition or phase separation [10]. Similar
e�ects may also take place in Zn1−xCdxO ternary alloy
that is the semiconductor analogue of the InGaN alloy. In
addition, it was previously reported [11] that the InGaN
�lms with a high structural quality were characterized
by the homogeneous distribution of indium. Kret et al.
[11] have found a very high quality of the multiple quan-
tum wells with lateral indium �uctuations no higher than
∆xL = 0.025.
In this paper, the calculated unstable region of the

Zn1−xCdxO system is reported. The strictly regular so-
lution model is used for the calculation of the free energy
of ternary alloy. The phase diagram is calculated from
the free energy of mixing. The theoretical study of the
strain energy e�ect on the thermodynamic properties of
Zn1−xCdxO ternary alloy is also presented.

2. Theoretical approach

It should be mentioned that the thermodynamic prop-
erties of Zn1−xCdxO may be determined using the phase
diagram in the terms of regular-solution model [12�14].
In the case of alloys, the Gibbs free energy of mixing,
∆Gm, can be expressed as

∆Gm = ∆Hm − T∆Sm, (1)

where

∆Hm = Ωx(1− x), (2)

∆Sm = −R [x lnx+ (1− x) ln(1− x)] . (3)

∆Hm and ∆Sm are the enthalpy and entropy of mixing,
respectively. Ω is the interaction parameter which de-
pends on the material, R is the gas constant and T is
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the absolute temperature. The choice of the interaction
parameter was carried out from data obtained by the
valence-force-�eld model (VFF-model) [15, 16]. In ac-
cordance with this model, the interaction parameter can
be expressed as

Ω = 1.74× 106
(

∆a

aave

)2.45
, (4)

where ∆a is the di�erence in lattice parameters for com-
ponents of the solution (∆a = aZnO − aCdO) and aave is
the average value of lattice parameters for components
(aave = (aZnO + aCdO)/2). In the approximation of the
strictly regular solution, the interaction parameter does
not depend on both the temperature and the composi-
tion. For the Zn1−xCdxO ternary alloy the total excess
free energy ∆Gtot can be given as

∆Gtot = ∆Gm + ∆Gstrain, (5)

where ∆Gstrain is the strain energy induced by the sub-
strate. For the calculation of the strain energy, the
method was used which was developed on the basis of
the elastic model by Nakajima et al. [17, 18]. Nakajima
proposed the approach for the calculation of the precise
stress distribution of heterostructure. In this method,
each component layer is broken down into many imagi-
nary thin layers [17], and the face force and strain balance
are considered over all these thin layers with coherent in-
terfaces. In this case, the strain energy ∆Gstrain is given
by

∆Gstrain =

m∑
i=1

Ui =

m∑
i=1

αAidiσ
2
i

2Ei
, (6)

where Ui is the elastic strain energy in the i-th �ctitious
thin layer, m is the total number of �ctitious thin layers,
σ, Ei, Ai, and di are the stress, Young modulus, sur-
face area and thickness of the i-th �ctitious thin layer.
The strain energy per mole was obtained using the fol-
lowing parameter: α = 1/L, where L is the layer thick-
ness, which can be expressed by the number of lattice
layers. For calculations, the parameter of α = 0.005 was
used. The parameter of α = 0.005 means that the layer
thickness is 200 lattice layers. When the thickness of the
�ctitious thin layer is one lattice-layer, Ai can be written
as follows:

Ai =
1

2

√
3NAa

2
i

4
, (7)

where ai is the lattice constant of the i-th �ctitious thin
layer. The parameters for the calculations were extracted
from previous works [1�6].

3. Results and discussion

The free energy of mixing, ∆Gm, was accurately calcu-
lated using Eqs. (1)�(4). Figure 1 shows the free energy
of mixing for the Zn1−xCdxO alloy versus composition
x at several selected temperatures. The dependences of
the free energy on the composition demonstrate two min-
ima in place of just one. The presence of two minima is
a sign that for a range of compositions (between these

two minima) two phases with the similar structure but
diverse compositions are in equilibrium. There exists a
region between these two minima where the curvature of
the free energy (∂2Gm/∂x

2) is less than zero (the locus of
points at which ∂2Gm/∂x

2 = 0 at di�erent temperatures
determines the spinodal on the phase diagram). These
results were used to calculate the T�x phase diagram.

Fig. 1. Mixing free energy (∆Gm) of Zn1−xCdxO al-
loy as a function of composition x for di�erent temper-
atures.

In order to know the e�ect of the strain energy on the
calculation of the phase diagram, this energy was cal-
culated by means of Eqs. (5)�(7) for the Zn1−xCdxO/
ZnO structure. The corresponding phase diagram was
determined. Figure 2 shows the dependence of the strain
energy per mole of Zn1−xCdxO/ZnO structure as a func-
tion of the cadmium fraction x. The strain energy rises
as the composition of cadmium increases.

Fig. 2. The strain energy per mole of Zn1−xCdxO/
ZnO structure as a function of the Cd fraction x in the
Zn1−xCdxO solution.

When the strain e�ects are introduced, ∆Gtot in Fig. 3
exhibits pronounced two minima in the entire range of the
alloy composition. However, dependences of the total ex-
cess free energy on the Cd content become asymmetric
due to strain energy induced by the substrate. The T�x
phase diagram undergoes some change. Spinodal decom-
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Fig. 3. Total excess free energy (∆Gtot) of strained
Zn1−xCdxO alloys grown on ZnO bu�er as a function
of composition x for di�erent temperatures.

position taking place in unstrained samples is predicted
to be suppressed in the samples under strain.
Figure 4 shows the calculated phase diagram, includ-

ing the spinodal curves for the unstrained and strained
Zn1−xCdxO alloys. The symmetry of obtained phase di-
agrams is caused by the use of Ω as x-independent, which
is similar to the qualitative behavior of other alloys [19].
The spinodal line in the phase diagram designates the
equilibrium solubility limit (the miscibility gap). For
temperatures and compositions above this curve, a ho-
mogeneous alloy is predicted. There was observed a crit-
ical temperature TC of 1140 K for unstrained Zn1−xCdxO
ternary alloy. This result indicates that the Zn1−xCdxO
alloy is stable at the high temperature. However, cer-
tain changes occur for strained alloys. In the case of
ZnO substrate with lattice constant smaller than that
of Zn1−xCdxO, the critical temperature is reduced by
about 62 K (TC ≈ 1078 K). Simultaneously, the misci-
bility gap and the region of spontaneous decomposition
are diminished. The value of TC, obtained in this study
for strained ternary alloy, is contrast to results of Schleife
et al. [20], which reported about critical temperature of
1030 K for Zn1−xCdxO solid solution. Nevertheless, simi-
lar results were reported by Karpov [21]. This author cal-
culated the critical temperatures of the strained and re-
laxed InxGa1∼xN layers using modi�ed VFF model [21].
According to the calculation of Karpov [21], the elastic
strain in an InxGa1−xN layer lowers the critical temper-
ature.
For typical growth temperatures for Zn1−xCdxO

(793 K [22] and 923 K [23]), phase separation for a
wide range of compositions was observed. For these tem-
peratures, the phase diagram shown in Fig. 4 indicates
that there is spinodal decomposition in the interval of
0.229 ≤ x ≤ 0.768 for growth temperature of 793 K, and
in the interval of 0.286 ≤ x ≤ 0.711 for growth tem-
perature of 923 K. This is consistent with experimen-
tal �ndings, and explains why successful growth of these
Zn1−xCdxO alloys without phase separation is achieved
only for very small Cd contents, x = 0.02 for growth tem-

Fig. 4. Phase diagrams (T�x) for the unstrained and
strained Zn1−xCdxO ternary alloys.

perature of 793 K [22]. Nevertheless, other experimental
results devoted to studies of the solid solubility of cad-
mium in wurtzitic ZnO were reported. For example, Ishi-
hara et al. [24] reported that the single phase Zn1−xCdxO
solid solutions with cadmium solubility of 69 at.% may be
grown by means of metal organic chemical vapor deposi-
tion (MOCVD) technique. These authors have explained
such great value of solid solubility by the fact that the
crystal growth under extremely non-equilibrium condi-
tion becomes indispensable to alloy with a wurtzite ZnO
and a rock-salt CdO without the phase separation.

Additionally, it should be mentioned that the biax-
ial strain (caused by mis�t between the �lm and the
substrate) can be extremely important for the thermo-
dynamic behavior of the Zn1−xCdxO alloys [25]. In-
deed, the region of spontaneous decomposition at typical
growth temperatures may be reduced and Cd solubility
limit may be signi�cantly increased. Phase separation
suppression due to biaxial strain was also reported for
InGaN epitaxial layers [26]. Earlier, it was reported that
the type of the substrate does a�ect the average Cd in-
corporation into ZnO �lms [6]. A certain type of the
substrate, depending on the provided in-plane strain �
tensile or compressive, may promote or prevent the impu-
rity incorporation. Obtained experimental �ndings could
be associated with changes of the thermodynamics of the
�lm growth.

In this study, it was revealed that the region of the
spinodal decomposition is diminished due to the strain
e�ect. For the strained ternary alloy, the phase dia-
gram depicted in Fig. 4 suggests that there is spinodal
decomposition in the range of 0.240 ≤ x ≤ 0.755 for
growth temperature of 793 K, and in the interval of
0.308 ≤ x ≤ 0.686 for growth temperature of 923 K.
Therefore, the choice of the optimal growth interface may
be a key factor for the Zn1−xCdxO �lms without either
phase separation or spinodal decomposition.

Hopefully these results will excite other experimental
investigations and open the new ways for controlling the
spinodal decomposition in Zn1−xCdxO ternary alloys.
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4. Conclusions

Summarizing, the unstable mixing regions for the
Zn1−xCdxO ternary alloys were predicted based on the
strictly solution model. The interaction parameter used
in this model was analytically obtained in terms of the
valence force �eld model. It was found that the critical
temperature for Zn1−xCdxO system was about 1140 K,
which resulted in broad miscibility gap and led to a wide
range of phase separation for typical growth tempera-
tures. It was demonstrated that the strain energy can
be extremely important for the thermodynamic behavior
of the Zn1−xCdxO alloys. In general, the strain energy
lowers the critical temperature by 62 K and reduces the
region of spontaneous decomposition at typical growth
temperatures.
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