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The paper presents the process and results of tests of the pattern recognition algorithm. The algorithm has
been developed for the sensor to track the activity of the eyes. The study was conducted on a group of ten people.
The group was selected, so that it was possible to determine the in�uence of gender, age, eye color, contact lenses
and glasses on the result of the algorithm. The object of the study was also to optimize the pattern recognition
algorithm in terms of CPU utilization. For this purpose the duration of the algorithm steps were measured as a
function of the allocation of tasks to multiple processor cores.
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1. Introduction

This paper presents the research and process optimiza-
tion of the pattern recognition algorithm for analyzing
images taken in infrared. In the presented case, in view
of the mode (real time) sensor operation the image pro-
cessing time is essential. Processing time determines the
frequency of loading of frames, and thus a�ects the rate
of detection of the observed phenomena. This area of ap-
plying sensors is not the only one, in which the detection
speed is important. In the literature many examples are
presented [1�11], in which detection times and making
a decision are key due to information importance. The
reduction is the result of the signal processing optimiza-
tion algorithm (I) or the use of hardware implementa-
tion (II). In the �rst case signal characteristics are looked
for that limit the number of calculations [12�20] or algo-
rithm modi�cations are made to make better use of the
processing power. Variant (II) concerns increasing the
detection speed by using specialized hardware solutions
[21, 22].
The conducted optimization process was carried out in

accordance with (I). The pattern recognition algorithm
has been tested to determine the average time to process
a frame. The in�uence of user features were tested on
the average frame processing time, such as age, glasses,
contact lenses and eye color. The calculated indexes
were compared with the values obtained by the algorithm
model.
The infrared sensor for eye tracking was built on the

basis of a monochrome video camera, infrared emitter,
emitter controller, lens and �lter. The sensor in detail is
presented in [23] and patern recognition algorithm in [2].
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2. Pattern recognition algorithm optimization

In order to optimize the algorithm the analysis time for
a single video frame was reduced (image). The optimiza-
tion was preceded by examining the algorithm properties.
This has been done through experimentation. The exper-
iment was conducted on a truck simulator. Its aim was to
identify the algorithm operations that are characterized
by the longest execution time. A total of ten people aged
from 26 to 45 yrs (26, 27, 28, 29, 30, 32, 3× 40, 45) par-
ticipated. The study group consisted of �ve women and
�ve men. Six people in the group had blue eyes, three
people had green eyes and one person gray eyes. In the
group of people with blue eyes four had no vision de�-
ciencies. One person wore glasses and the other contact
lenses.
All participants were subjected to the same test pro-

cedure. During the experiment, the same driving condi-
tions were guaranteed. These included the level of illu-
mination, the weight of the vehicle, the adhesion to the
road, the maximum vehicle speed, weather conditions,
obstacles, including vehicles and people, the type of ter-
rain � suburban and urbanized. The study consisted of
driving the route. The participant had to drive three sec-
tions. The �rst and third were marked outside the urban
area.
The middle section ran through urban areas. During

driving raw image from the sensor was stored in digital
form. At the beginning of recording the program indi-
cated the �rst point of the planned route. This point
was out of town and was known only to the person con-
trolling the test. The end of recording followed after stor-
ing 9000 frames (three two-minute segments, each with
3000 frames). The middle section was selected to test
the algorithm. It required the driver to focus more on
the road ahead. So the person driving was less able to
control their impulses.
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Fig. 1. Time series imaging the variable time of processing frames in a segment.

Each of segments was processed �ve times. During
the processing the following were determined: time of
image preprocessing T0, duration of the conformity as-
sessment T1. The multiple processing segment was used
to reduce the impact of changes in CPU load (caused by
processes starting by the operating system) on the ob-
tained values. The average values were calculated for all
analyzed segments based on the obtained times. They
were the basis for the determining the average time to
process a frame in a segment of video. Sample time se-
ries showing the change in frame processing time in a seg-
ment is illustrated in Fig. 1. Changes in times T0 and T1
was studied as a function of age, eye colour, glasses, and
contact lenses.

4.1. Studying the impact of a patient's age
on the duration of the algorithm

The results show that the age of a tested person has
practically no impact on the duration of output data pro-
cessing. The impact of the age of the tested person is even
less visible after averaging the results, Fig. 2.
On the basis of Fig. 2 it was found that the in�uence

of age of the subject on the frame processing duration is
negligible. The resulting frame processing time changed
in the range from 0.026 s to 0.032 s and processing was
done at a rate of 31 fps up to a maximum of 38 fps. The
average time was 0.029 s. and the standard deviation
equaled 0.002. It means that all the results obtained
are clustered around the average and are in the range of
0.029 s±0.003 s. This results that the algorithm without
modi�cations can be used in a wide range of user ages.

4.2. Studying the e�ect of eye colour on the duration
of the algorithm

The impact of eye color on the duration of the algo-
rithm was determined by analyzing the data obtained
from persons. 60% of the people in the study declared
to have blue eye colour. 30% declared to have green eyes
and 10% indicated gray.

Fig. 2. The impact of a patient's age on the duration
of processing a single frame.

The data show that the algorithm determines the po-
sition of the eyes fast regardless of eye colour. By analyz-
ing the average values it is noticeable that the decision of
determining is fastest for gray eyes and then green, and
then blue. This di�erence, however, is symbolic. The av-
erage processing time was 0.030 s±0.0003 s. It is almost
identical to time 0.029 s ± 0.003 s obtained in Sect. 4.1.
According to the authors the obtained results are under
the e�ect of not only eye colour, but also other factors
such as facial features. This belief is the result of the
fact that the algorithm processes a frame recorded in in-
frared light by a monochrome camera. Thus the impact
of color should be almost unnoticeable. Therefore, the
only di�erences in the time of calculation must result
from the number of determined potential positions of the
pupil. This, however directly depends on the number of
detected contours and vertices on the face image plane.

4.3. The impact of glasses and contact lenses
on the duration of the algorithm

Due to the composition of the tested group, calcula-
tions were performed on the subjects, who declared blue
eye colour. For the rest of the eye colours there were not
enough test subjects. In the composition of the study
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group only one person wore glasses (photochromic glass
with UV protection and antiglare), one person was wear-
ing contact lenses. The rest did not require vision cor-
rection.
By analyzing the data it was ascertained that the

shortest times of processing a frame, an average of
0.029 s, was achieved by persons not needing vision cor-
rection. The person with contact lenses did slightly
worse. The average processing time was 0.030 s. The
longest frame processing time was achieved by the per-
son wearing glasses. The average processing time then
was about 0.033 s and was 0.004 s longer than the best
result.

Fig. 3. Interference in the image caused by glasses.

The increases in frame processing time caused by the
glasses are due to the introduction of an image element
strongly di�erent from the natural facial features. This
results in the occurrence of additional contours and ver-
tices, Fig. 3, which randomly increases the number of
points of potential occurrences of the pupil and extends
the evaluation process.

4.4. Algorithm elements designed to optimize
� proposed changes

It can be noticed that the average value T1 (0.0254 s)
is almost six times higher than the average value T0
(0.0043 s). For this reason, the main focus is on improv-
ing the process of determining the similarity of patterns
of image slices. A small change was also introduced in
the process of determining expected points of the pupil
position. This change was based on a single and not, as
was the case in the original algorithm, double determina-
tion of the image edge (edge detection). The image edge
in the improved algorithm is transmitted simultaneously
to two computation paths. They simultaneously deter-
mine the characteristic points resulting from edge anal-
ysis and the determination of coordinates of vertices on
the image. In the proposed form the algorithm for each
of the points appoints a separate computational process.
This process is responsible for the calculation of the con-
formance of the tested fragment of the image with each
of the patterns. As a result, the number of appointed
processes for each image frame is a dynamic variable. In
the adopted implementation the operation system is re-
sponsible for process management. The rest of the algo-
rithm remains unchanged. The determined characteristic

points are sorted by the value of compliance index in de-
scending order. Afterwards a point, distant from the �rst
in a series of at least 30 pixels, is searched for ful�lling
the condition of minimal match, e.g. more than 70%.
The modi�ed algorithm (Fig. 4) was compared with

the original version. For this purpose, it was subjected
to the same tests.
In the modi�ed algorithm, the patient's age e�ect was

also small. Frame processing time ranged from 0.013 to
0.015 s. The average processing time was 0.014 s and the
standard deviation equaled 0.0006. The average process-
ing time was less than twice the time to get without the
optimization algorithm.

Fig. 4. Modi�ed pattern recognition algorithm for the
eye tracking sensor.

In the study determining the impact of eye color on
the duration of frame processing, the shortest time was
achieved by the person with grey eyes. Next in order were
people with green eyes. The longest time was achieved
by people with blue eyes. The determined times �t in the
range of 0.0143 to 0.0146 s. The average processing time
was 0.014 s and was more than half as shorter than the
same time achieved for the algorithm before optimiza-
tion. Equally positive results were obtained by studying
the e�ects of glasses and contact lenses. After modify-
ing the algorithm the impact of studied factors remained
unchanged. The shortest times were obtained by those
that do not require vision correction. The next person
was the person wearing contact lenses. The determined
length of time was in the range from 0.014 to 0.015 s.
with a mean value equal to 0.0148 s and a standard devi-
ation of 0.0006. As before, the resulting average is twice
less than the same time determined before optimization.
The quoted results are also con�rmed by comparing of
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mean values T0 and T1 obtained before and after opti-
mization. The average time T0 equalled 0.0043 s and T1
was equal to 0.0254 s. After optimization these times
were accordingly 0.0023 s and 0.0123 s giving an average
frame processing time equal to 0.0146 s.
Thanks to optimization the frame processing time was

reduced by 51%. As a result, the increase in average fre-
quency of acquiring and analysis of frames taken from the
sensor was provided with a maximum of 33 fps to 68 fps.

5. Conclusions

The conducted experiments show that eye colour, age,
contact lenses and glasses do not a�ect substantially on
the duration of frame processing. In the �rst implemen-
tation of the algorithm these times were respectively:
30.0 ms ± 0.3 ms; 29.4 ms ± 3.2 ms; 30.8 ms ± 2.5 ms.
The starting point for the algorithm optimization was to
analyze the execution times of its steps. Finally, the two
stages of the algorithm were selected for optimization:
searching for characteristic points and determining the
similarity of the image slices to the patterns. As a re-
sult of algorithm parameter optimization the total time
of video frame processing was reduced to 14.57 ms, it is
about 51% less than before optimization. As a result of
optimization the average frequency of obtaining frames
taken from the sensor increased from a maximum of 38
fps to 68 fps, which in turn enables the observation of
fast-changing phenomena [24].
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