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The purpose of this article is a discussion about the ongoing research at the Institute of Optoelectronics,
Military University of Technology. The aim of the research is obtaining the introduction augmented reality
elements in vision systems. Technology of augmented reality in connecting with applied sensor sets can strengthen
and expand our sensory modalities. The process of data acquisition and processing can be implemented using
variable technologies, appropriate for application. At the conclusion we brie�y presented two applications currently
under tests.
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1. Introduction

Human perceptual capabilities to obtain information
are set around several senses, which nature has endowed
us. We use mainly the sight, but other senses are valu-
able source of information. Evolutionary success of Homo
sapiens is not based on the uniqueness of our senses, but
on the skills of processing them. We are aware of limita-
tions of our sensory capabilities both in terms of sensitiv-
ity and inability to detect speci�c sensory modality (e.g.
magnetic �eld). Also advanced skills in data processing
sometimes appear to lead to incorrect analysis (e.g. vi-
sual illusions). With the progress of civilization, a man
gradually develops series of �technical and technological
prostheses� in order to eliminate our variable evolution-
ary constraints. Telescopes and microscopes allow us to
reach into the macro and micro world. Computerized
tomography or magnetic resonance imaging allows us to
look inside the human body. The subject of this study is
a very interesting technology called augment reality [1�5].
A characteristic feature of this solution is the ability to
make information available to us via video channel, which
are not directly accessible to our senses, such as location
of an unknown object, which we cannot see. The process
of data acquisition can be implemented using variable
technologies, while the visualization of the information is
a result of the computer data synthesis in the egocentric
coordinate system.

2. Machine vision and augment reality

The machine vision is a cooperation system between
electronic and optoelectronic devices which has a primary
function that is an automatic analysis �eld of view in
similar way as a human eyesight.
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Such systems usually consist of three basic ele-
ments [1�4]:

� data logging device (image acquisition),

� data processing device,

� main processing unit, providing processed informa-
tion.

Due to the nature of components and processor's ca-
pacity machine vision systems are distinguished as fol-
lows [5�7]:
a) soft sensors � consisting of a camera, a microproces-

sor, and sometimes an integrated illumination in a single
enclosure. The sensors of this type are used in cameras
with a relatively low resolution (up to 640 × 480 pixels
� VGA) with low capacity processors [7]. Primary use
of vision sensors includes reading codes, simple measure-
ments, identifying the presence of objects, etc.
b) smart camera (type NI 1764) � consists of a cam-

era sensor integrated with an embedded system into one
housing. Cameras of this type have a high resolution (up
to 2448 × 2050 pixels � 5MP) and more accurate mea-
surement potential. They have an operating system on
board, and they can be easily programmed. Smart cam-
eras are used for more advanced applications and they
usually require high speed and high processing capacity.
c) set of camera sensor and a dedicated PC � is a sys-

tem composed of a camera or multiple cameras working
with a physically separate computer such as PC. This
con�guration allows selecting any type of camera, opti-
mized for design application (Fig. 1).
Regardless of the type, the key role of the vision system

is the ability to obtain information which are the basis to
take a decision. Machine vision systems are often encoun-
tered as industrial applications that are used for example
to check the physical characteristics of objects, such as
size, shape, color, surface condition (roughness, printing,
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Fig. 1. Set of ToF camera and dedicated PC,

PMD[vision]◦R CamCube 3.0.

etc.). For example, in the production process, the data
obtained by the vision system usually is used by indus-
trial robots. Information on the performance is delivered
to automation controllers, for example to control their
drivers. Currently, industrial vision systems are usually
used to control product quality.
From the above brief analysis of vision systems, the

following two-key-issues appear:
a) the vision system acquires image data and analyzes

them to extract relevant information for currently run-
ning process,
b) the obtained information is a basis for decision-

-making process and e�ective action.
Confronting, in this case of the vision system with aug-

mented reality (AR), you could say that augmented real-
ity is a way of combining collected data (using sensors) di-
rectly from the environment of computer-generated data
to provide synthesized information to the user. However,
you need to consider two aspects: technological and psy-
chological, to be able to implement e�ectively elements
of augmented reality for vision. Cognitive psychology
provides us with valuable information. They explain not
only the importance of vision for human existence and
his functions, but also the importance of image informa-
tion resulting from the interaction of di�erent sensory
modalities. There is a particularly interesting issue of
combining: visual data with data from kinesthetic sense
and skills that are learnt. In terms of technology, we can
compare it to the fusion of data from the image sensor,
sensor orientation in 3D space and computer memory
(Fig. 2).
How do I show the possibilities of implementation of

AR which apply to above analysis?
You need to consider the following issues:
a) the user of the system,
b) fusion of sensor data and the data generated by

computer.
The AR system user is basically a human being en-

dowed with a number of senses, along with advanced data
processing ability of di�erent sensory modalities. Focus-
ing even only on the visual modality we see that the
technical equipment including camera systems allows us
to reach where the eye does not reach. It may refer to the

Fig. 2. Comparison of human and digital tracking
system.

scale of the observed phenomena but also to the speed
with which they run. The problem is not just the data
acquisition but also a number of analytical issues. Real-
ization of some of them might be far more e�ective by
humans than machines and in other cases � completely
opposite. Building video devices is a support for human
activity that is primarily aimed at �sparing� him in those
areas where technology is just more e�ective:

� restrictions on the possible observation of distant
objects can be done using such cameras with tele-
photo lenses;

� for counting fast moving objects in a �eld with a
limited view using e.g. linear cameras, etc.

Fig. 3. Mechanisms of link data in the cognitive psy-
chology and technological aspect.

The main aim of vision systems that support human
activity is the acquisition and processing of image data
under speci�c conditions for observing and measuring the
well-de�ned objects of research. The man often does not
have skills such as advanced vision systems. However, it
is re�ected in the need to cope in completely new situa-
tions in which the importance of the ability to combine
data from di�erent sensory modalities is required. Here
comes the key issue of this article � the fusion of data.
It is basically applicability of solutions for augmented
reality. Imagine an analytical and sensory human sys-
tem (Fig. 3a) and confront it with the classic system of
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video camera-computer and its expanded con�guration
with additional sensor elements (Fig. 3b).
By providing a vision system in any sensor, there is an

increase of its operational capacity and thus the poten-
tial for information (e.g. use of GPS allows geocoding of
data).
Using additional telecommunications solutions avail-

able today we get the opportunity to develop mobile
video system information, which is able to support hu-
man activities. The general idea of this solution is shown
in Fig. 4.

Fig. 4. Mobile AR Vision system.

This is how components can be used to build such a
system that depends on the needs of a particular appli-
cation and the creativity of the designer.

3. Hardware components of information

vision system

Research that was carried out recently focuses on the
selection of equipment that allows you to con�gure the
position of augmented reality research.
The basic elements are:
a) devices for viewing,
b) the spatial location of sensors,
c) determining the spatial orientation sensors,
d) control modules and data processing.
In previous tests, data visualization are used (ex-

cept traditional monitors) integrated-type HMD (head-
-mounted display) versions, monocular HMD and binoc-
ular HMD.
a) Vuzix iWear VR920. Main parameters: see-through

� NO, display type � LCD, display resolution � VGA
(640× 480), video input � VGA.
b) Vuzix Tac�Eye LT. Main parameters: see-through

� NO, display type � AMOLED, display resolution �
SVGA+ (852× 600), video input � VGA.

c) LASTER Pro Mobile Display (Fig. 5). Main param-
eters: see-through � YES, display resolution � SVGA
(800× 600), video input � VGA.

Fig. 5. LASTER Pro Mobile Display.

The �rst standard models GPS (e.g. Gamin GPS 18
5 Hz) were used for spatial location. To obtain more
exact measures, Novatel OEM628 model was used in a
research on restricted area.
OEM628 is low-power 120 channel GPS receiver, which

tracks all current and upcoming satellite signals includ-
ing GPS, GLONASS, Compass and Galileo. Module uses
technique RT-2 to achieve 1 cm + 1 ppm horizontal po-
sition accuracy (RMS).
The Earth relation tracking (ERT) device like XSENS

Mti-G was used to determine spatial orientation. It con-
tains accelerometer, gyroscope, magnetometer and GPS.
Such device is assigned as a unit of inertial measurement
unit (IMU). There is a built-in microprocessor that re-
quires a low-level of energy usage. It delivers information
in 3D format with frequency of 120�512 Hz and calibrated
data that applies to speed of 3D.
Testing of sensor models (in di�erent con�gurations)

were made using a portable computer.
The Wyse S10 embedded PC was suggested as a cen-

tral unit for building mobile applications of augmented
reality. Its features are H×W×D (34× 177× 121 mm3)
with a built-in Windows XP operating system [7].

4. Solutions applicability

Applicability of vision systems that use the elements
of augmented reality could be very wide spread. In MUT
there have been projects carried out recently that aim to
implement the augmented reality solutions.
In a project �Integrated system of laser photography

for monitoring opened spaces and preventing terrorist
threats�, the AR technology has been used directly to
technically advanced camera called machines of laser pho-
tography. Unique features of this camera make the user
being able to de�ne 3D observation area and even more
� to measure linear objects.
Using sensor elements (navigation) and communica-

tion will help the operator to cooperate with other dis-
pread elements of the system. That will improve the pro-
cess of looking for objects e.g. that are found by radar sys-
tem. The interface navigation model is shown in Fig. 6.
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Fig. 6. Navigation user interface of UFL.

In a project �Integrated system of local antiterrorist de-
fence� it was suggested to use data from vision monitor-
ing system that allows to position objects in coordinates
of interested �eld. Automatic distribution of informa-
tion to operating services in the area could be made in
an augmented-reality-mode (Fig. 7).

Fig. 7. Concept of using AR in defence services oper-
ations.

5. Summary

The vision systems supported with sensor information
strongly increase their analytic possibilities. Implemen-
tation of elements of augmented reality in those systems
gives users a wide range of new functional solutions in
navigation and spatial information. The presented con-
cepts of using technology AR directed with machines of
laser photography and with systems do support defence
service operations is only one from many other possible
implementations. This technology can be used in a wide
range of other areas, e.g. medicine, navigation, industry.
With the progressive miniaturisation of sensors, the in-
crease of power capacity portable computers and access
to portable machines of visualisation, the AR implemen-
tation is rapidly growing and the only one restrain to it
so far, seems to be a human creativity.
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