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Application of the DTM to Nonlinear Cases

Arising in Fluid Flows with Variable Viscosity
A. Bararia,∗, M. Rahimib, M.J. Hosseinib and L.B. Ibsena

aDepartment of Civil Engineering, Aalborg University, Sohngårdsholmsvej 57, Aalborg 9000, Aalborg, Denmark
bDepartment of Mechanical Engineering, Babol University of Technology, P.O. Box 484, Babol, Iran

(Received May 19, 2011; in �nal form May 14, 2012)

This paper employs the di�erential transformation method to investigate two nonlinear ordinary di�erential
systems for plane coquette �ow having variable viscosity and thermal conductivity. The concept of di�erential
transformation is brie�y introduced, and then di�erential transformation method is employed to derive solutions
of nonlinear equation systems. The results of di�erential transformation method are compared with those ones
obtained by Adomian decomposition method to verify the accuracy of proposed method. The results reveal
that the di�erential transformation method can achieve suitable results in predicting the solution of such problems.

PACS: 47.35.Pq, 42.65.Wi

1. Introduction

In recent years some researchers used new methods
to solve ordinary and partial di�erential equation with
or without initial and boundary conditions [1�5]. In-
tegral transformation methods such as the Laplace or
Fourier transformation methods are widely used in en-
gineering problems. These methods transform di�eren-
tial equations into algebraic equations which are easier
to deal with. However, integral transformation methods
are more complex and di�cult when applying to non-
linear problems. The di�erential transformation method
(DTM) was �rst applied in the engineering domain by
Zhou [6]. This method is based on the Taylor expan-
sion. It constructs an analytical solution in the form of a
polynomial. It is di�erent from the traditional high order
Taylor series method, which requires symbolic computa-
tion of the necessary derivatives of the data functions.
The Taylor series method is computationally taken long
time for large orders. The mentioned method is an it-
erative procedure for obtaining analytic Taylor series so-
lutions of di�erential equations. DTM has the inherent
ability to deal with nonlinear problems, and consequently
Chiou [7] applied the Taylor transformation to solve non-
linear vibration problems. Furthermore, the method de-
scribed above, may be employed for the solution of both
ordinary and partial di�erential equations. Jang et al.
[8] applied the two-dimensional DTM to solve the par-
tial di�erential equations. Finally, Hassan [9] adopted
the DTM to solve case study problems. This method
was successfully applied to various application problems
[10�13]. Recently approximate analytical methods are
widely used in di�erent �elds which have appeared in
literature [14�24].

∗ corresponding author; e-mail: ab@civil.aau.dk,

amin78404@yahoo.com

In the present study, we have used DTM for nonlin-
ear ordinary di�erential systems for plane coquette �ow,
which are derived from the Navier�Stokes equations, con-
sidering the following assumptions:

a) steady �ow,

b) one dimension,

c) negligible body force,

d) negligible pressure gradient.

The current results are then compared with those de-
rived from the variational iteration method (VIM), ho-
motopy perturbation method (HPM) and perturbation
method [25] in order to verify the accuracy of the pro-
posed method.

2. Di�erential transformation method

DTM is a straight forward method in the form of a
polynomial for solving di�erential equations initially in-
troduced by Zhou [6], reducing the size of computational
volume compared to the Taylor series method. Suppose
that u(t) is an analytic function in a domain D and t = ti
represent any point in D. The function u(t) is then rep-
resented by one power series whose center is located at ti.
The Taylor series expansion function of u(t) is of the form
[10�12]:

u(t) =
∞∑
k=0

(t− ti)
k

k!

[
dku(t)

dtk

]
t=ti

∀t ∈ D. (1)

The particular case of Eq. (1) when ti = 0 is referred to
the Maclaurin series of u(t) is expressed as

u(t) =
∞∑
k=0

tk

k!

[
dku(t)

dtk

]
t=0

∀t ∈ D. (2)

As explained in [10�12] the di�erential transformation of
the function u(t) is de�ned as follows:

(96)



Application of the DTM to Nonlinear Cases . . . 97

U(k) =

∞∑
k=0

Hk

k!

[
dku(t)

dtk

]
t=0

∀t ∈ D, (3)

where u(t) is the original function and U(k) is the trans-
formed function. The di�erential spectrum of U(k) is
con�ned within the interval t ∈ [0,H], in which H is a
constant. The di�erential inverse transform of U(k) is
de�ned as follows:

u(t) =
∞∑
k=0

(
t

H

)k

U(K). (4)

It is clear that the concept of di�erential transformation
is based upon the Taylor series expansion. The values of
function U(k) at values of argument k are referred to as
discrete, i.e. U(0) is known as the zero discrete, U(1) as
the �rst discrete, etc. The function u(t) consists of the
T -function U(k), and its value given by the sum of the
T -function with (t/H)k as its coe�cient. In real appli-
cations, at the right choice of constant H and the larger
values of argument k, the discrete of spectrum reduces
rapidly.
The function u(t) is expressed by a �nite series and

Eq. (4) can be written as

u(t) =
n∑

k=0

(
t

H

)k

U(K). (5)

Mathematical operations performed by di�erential trans-
formation method are listed in Table I.

TABLE IOperations of the one-dimensional
di�erential transformation.

Original function Transformed function

z(t) = u(t) ± v(t) Z(k) = U(k) ± V (k)

z(t) = αu(t) Z(k) = αU(k)

z(t) =
du(t)
dt Z(k) = (k + 1)U(k + 1)

z(t) =
d2u(t)

dt2
Z(k) = (k + 1)(k + 2)U(k + 2)

z(t) =
dmu(t)
dtm Z(k) = (k + 1)(k + 2) . . . U(k + m)

z(t) = u(t)v(t) Z(k) =
∑k

l=0 U(l)V (k − l)

z(t) = tm Z(k) = δ(k−m), δ(k−m) =

{
1, if k = m

0, if k ̸= m

}
z(t) = exp(λt) Z(k) = λk

k!

z(t) = (1 + t)m Z(k) =
m(m−1)...(m−k+1)

k!

z(t) = sin(ωt + α) Z[K] = ωk

k! sin
(
πk
2 + α

)
z(t) = cos(ωt + α) Z[K] = ωk

k! cos
(
πk
2 + α

)

3. Plane coquette �ow with variable viscosity
(�rst problem)

3.1. Description of the �rst problem

The characteristic behavior of �uids is extremely de-
pendent on the viscosity. The �uids are set to be New-
tonian�uids if the viscosity of the�uids remains constant
and is independent of the applied shear stress. In the
case of the non-Newtonian �uids, when the shear rate
is varied, the shear stress does not vary proportionally.

Fig. 1. Various types of �uids based on stress and on
viscosity [26].

Figure 1 shows that how the shear rate a�ects the shear
stress and viscosity.

Consider the steady �ow of an incompressible Newto-
nian �uid between two in�nite parallel plates separated
by a speci�c distance.

Each plate is maintained at temperature T0. The lower
plate is stationary while the upper plate moves with a
uniform velocity V . The thermal conductivity of the �uid
is assumed to be constant, but the viscosity is allowed to
vary. The pertinent momentum and energy equations
are [27]:

d
dy

(
µ du

dy

)
= 0,

d2T
dy2 + µ

k

(
du
dy

)2

= 0,
(6)

y = 0 → u = 0, T = T0, (7)

y = a → u = V, T = T0, (8)

where u, µ and k are axial velocity, viscosity and thermal
conductivity, respectively.

Let the viscosity vary exponentially with temperature
as

µ = µ0 e
−α(T−T0), (9)

where µ0 is the viscosity and α is constant.

To solve this equation, we use the following non-
-dimensional parameters:

θ =
T − T0

T0
, Y =

y

a
, U =

u

V
, β = αT0,

Br =
µ0V

2

kT0
, (10)

where θ is dimensionless temperature, Y is dimensionless
height, U is dimensionless velocity, β is constant, Br is
the Brinkman number.

By substitution the foregoing parameters into Eq. (6),
it gives us
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d
dY

(
e−βθ dU

dY

)
= 0,

d2θ
dY 2 +Bre−βθ

(
dU
dY

)2
= 0.

(11)

Y = 0 → U = 0, θ = 0, (12)

Y = 1 → U = 1, θ = 0. (13)

We use the following expansion for e−βθ:

e−βθ = 1− βθ + . . . (14)

3.2. Solution of the �rst problem with di�erential
transformation method

Now, applying DTM into Eq. (11) and taking the dif-
ferential transform of Eq. (11) with respect to y, and
considering H = 1, gives

(k + 1)(k + 2)U(k + 2)

−β
k∑

i=0

(i+ 1)θ(i+ 1)(k − i+ 1)U(k − i+ 1)

−β
k∑

i=0

θ(i)(k − i+ 1)(k − i+ 2)U(k − i+ 2) = 0,

(15a)

(k + 1)(k + 2)θ(k + 2)

+Br
k∑

i=0

(i+ 1)U(i+ 1)(k − i+ 1)U(k − i+ 1)

−βBr
k∑

i=0

θ(k − i)
i∑

p=0

(p+ 1)U(p+ 1)(i− p+ 1)

×U(i− p+ 1) = 0. (15b)

By applying transformation on boundary condition (12),
the following is obtained:

U(0) = 0, θ(0) = 0 (16)

and the other boundary conditions will be as follows:

U(1) = a, θ(1) = b, (17)

where a and b are constants, which will be calculated by
considering another boundary condition in (13) in point
y = 1.

So the following equations will be obtained:{
θ(2) = −1

2Bra2,

U(2) = 1
2βba,{

θ(3) = −1
6βBrba2,

U(3) = 1
3β

2b2a− 1
6βBra3,

θ(4) = − 1
12β

2Brb2a2 − 1
2Bra

(
1
3β

2b2a− 1
6βBra3

)
− 1

24βBr2a4,

U(4) = 3
4βb

(
1
3β

2b2a− 1
6βBra3

)
− 1

6β
2Bra3b,



θ(5) = − 7
120β

2Br2ba4 − 2
5Bra

[
3
4βb

(
1
3β

2b2a

− 1
6βBra3

)
− 1

6β
2Brba3

]
+ 1

20β
3Brb3a2,

U(5) = 1
5βa

[
1
12β

2Brb2a2 − 1
2Bra

(
1
3β

2b2a

− 1
6βBra3

)
− 1

24βBr2a4
]
+ 4

5βb
[
3
4βb

(
1
3β

2b2a

− 1
6βBra3

)
− 1

6β
2Bra3b

]
− 3

10βBra2
(
1
3β

2b2a

−1
6βBra3

)
− 1

30β
3Brb2a3.

(18)

The foregoing process is continuous. By substituting
Eq. (18) into the main equation based on DTM, the fol-
lowing solution would be obtained:

θ(y) = by − 1

2
Bra2y2 − 1

6
βBrba2y3 +

[
1

12
β2Bra2b2

− 1

2
Bra

(
1

3
β2ab2 − 1

6
βBra3

)
− 1

24
βBr2a4

]
y4

+

{
− 7

120
β2Br2a4b− 2

5
Bra

[
3

4
βb

(
1

3
β2b2a

− 1

6
βBra3

)
− 1

6
β2Bra3b

]
+

1

20
β3Brb3a2

}
y5

+ . . . (19)

and

U(y) = ay +
1

2
βbay2 +

(
1

3
β2ab2 − 1

6
βBra3

)
y3

+

[
3

4
βb

(
1

3
β2b2a− 1

6
βBra3

)
− 1

6
β2Bra3b

]
y4

+

{
1

5
β

[
1

12
β2Brb2a2 − 1

2
Bra

(
1

3
β2b2a− 1

6
βBra3

)

− 1

24
βBr2a4

]
a+

4

5
βb

[
3

4
βb

(
1

3
β2b2a− 1

6
βBra3

)

− 1

6
β2Bra3b

]
− 3

10
βBra2

(
1

3
β2b2a− 1

6
βBra3

)

− 1

30
β3Bra3b2

}
y5 + . . . (20)

Substitution of boundary condition (13) into Eq. (19)
gives us a and b through the following equations:

θ(1) = b− 1

2
Bra2 − 1

6
βBrba2 − 1

12
β2Bra2b2

+
1

24
βBr2a4 +

7

120
β2Br2a4b− 1

20
β3Bra2b3

+ . . . = 0 (21)

and
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U(1) = a+
1

2
βba+

1

3
β2b2a− 1

6
βBra3 +

1

4
β3b3a

− 7

24
β2Bra3b− 23

60
β3Bra3b2 +

7

120
β2Br2a5

+
1

5
β4ab4 + . . . = 1. (22)

Solving Eqs. (21) and (22), gives us the value of a and b.
These values are too long to be shown in this paper. By
substituting a and b obtained above, into Eq. (19) and
Eq. (20), we can �nd the expressions of θ(y) and U(y).

4. The second case

4.1. Description of second problem

As a more realistic analysis of plane coquette �ow, we
should consider that viscosity and thermal conductivity
can vary with a temperature. In this case the governing
equations are [27]:

d
dY

(
k
k0

dθ
dY

)
+ ε µ

µ0

(
dU
dY

)2
= 0,

d
dY

(
µ
µ0

dU
dY

)
= 0,

(23)

where

k

k0
= 1 + α1θ + α2θ

2 (24)

and
µ0

µ
= 1 + β1θ + β2θ

2. (25)

We use the following expansion for µ/µ0:

µ

µ0
=

1

1 + β1θ + β2θ2
= 1− β1θ + . . . (26)

Y = 0 → U = 0, θ = 0, (27)

Y = 1 → U = 1, θ = 0. (28)

4.2. Solution of second problem by applying DTM

Now, applying DTM into Eq. (23) and taking the dif-
ferential transform of Eq. (23) with respect to y, and
considering H = 1 gives

(k + 1)(k + 2)U(k + 2)

−β1

k∑
i=0

(i+ 1)θ(i+ 1)(k − i+ 1)U(k − i+ 1)

−β1

k∑
i=0

θ(i)(k − i+ 1)(k − i+ 2)U(k − i+ 2) = 0,

(29a)

(k + 1)(k + 2)θ(k + 2)

+α1

k∑
i=0

(i+ 1)θ(i+ 1)(k − i+ 1)θ(k − i+ 1)

+2α2

k∑
i=0

θ(k − i)

×
i∑

p=0

(p+ 1)θ(p+ 1)(i− p+ 1)θ(i− p+ 1)

+α2

k∑
i=0

(k − i+ 1)(k − i+ 2)θ(k − i+ 2)

×
i∑

p=0

θ(p)θ(i− p)

+ ε
k∑

i=0

(k − i+ 1)θ(k − i+ 1)(i+ 1)θ(i+ 1)

− εβ1

k∑
i=0

(k − i)

×
i∑

p=0

(p+ 1)θ(p+ 1)(i− p+ 1)U(i− p+ 1) = 0.

(29b)

From boundary conditions (27) in point y = 0 we have

U(0) = 0, θ(0) = 0. (30)

Other boundary conditions are considered as follows:

U(1) = a, θ(1) = b, (31)

where a and b are constants, and we will calculate them
by considering another boundary condition in (8) at point
y = 1.

We will have{
θ(2) = − 1

2α1b
2 − 1

2εa
2,

U(2) = 1
2β1ba,{

θ(3) = − 1
6β1εba

2 − α1b
(
−1

2α1b
2 − 1

2εa
2
)
− 1

3α2b
3,

U(3) = 1
3β

2
1b

2a+ 1
3β1a

(
−1

2α1b
2 − 1

2εa
2
)
,

θ(4) = − 1
2εa

[
1
3β

2
1b

2a+ 1
3β1

(
−1

2α1b
2 − 1

2εa
2
)
a
]

−α1b
{
− 1

6εβ1ba
2 − α1b

(
−1

2α1b
2 − 1

2εa
2
)

− 1
3α2b

3
[
−1

2α1

(
−1

2α1b
2 − 1

2εa
2
)]}

−α2b
2
(
−1

2α1b
2 − 1

2εa
2
)

+ 1
12εβ

2
1b

2a2 + 1
12εβ1a

2
(
−1

2α1b
2 − 1

2εa
2
)
,

U(4) = 3
4β1b

[
1
3β

2
1b

2a+ 1
3β1

(
− 1

2α1b
2 − 1

2εa
2
)
a
]

+ 1
4β

2
1ba

(
−1

2α1b
2 − 1

2εa
2
)
+ 1

4β1

[
− 1

6εβ1ba
2

−α1b
(
−1

2α1b
2 − 1

2εa
2
)
− 1

3α2b
3
]
a

... (32)

The foregoing process is continuous. By substituting
Eq. (23) into the main equation based on DTM, the fol-
lowing solution would be obtained:

θ(y) = by +

(
−1

2
α1b

2 − 1

2
εa2

)
y2 +

[
− 1

6
β1εba

2
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−α1b

(
−1

2
α1b

2 − 1

2
εa2

)
− 1

3
α2b

3

]
y3

−
{
1

2
εa

[
1

3
β2
1ab

2 +
1

3
β1

(
−1

2
α1b

2 − 1

2
εa2

)
a

]

−α1b

[
− 1

6
β1εba

2 − α1b

(
−1

2
α1b

2 − 1

2
εa2

)

− 1

3
α2b

3 − 1

2
α1

(
−1

2
α1b

2 − 1

2
εa2

)

−α2

(
−1

2
α1b

2 − 1

2
εa2

)
b2 +

1

12
εβ2

1b
2a2

+
1

12
β1ε

(
−1

2
α1b

2 − 1

2
εa2

)
a2
]
+ . . . (33)

and

U(y) = ay +
1

2
β1bay

2 +

[
1

3
β2
1ab

2 +
1

3
β1

(
− 1

2
α1b

2

− 1

2
εa2

)
a

]
y3 +

{
3

4
β1b

[
1

3
β2
1ab

2 +
1

3
β1

(
− 1

2
α1b

2

− 1

2
εa2

)
a+

1

4
β2
1

(
−1

2
α1b

2 − 1

2
εa2

)
ba

+
1

4
β1

{[
− 1

6
β1εba

2 − α1b

(
−1

2
α1b

2 − 1

2
εa2

)

− 1

3
α2b

3

]
a

}
y4 + . . . (34)

Substitution of boundary condition (28) into Eq. (33)
gives us a and b through the following equations:

θ(1) = b− 1

2
α1b

2 − 1

2
εa2 − 1

6
β1εba

2 +
1

2
α2
1b

3

+
1

2
α1εba

2 − 1

3
α2b

3 − 1

12
εβ2

1b
2a2

+
5

24
εa2β1α1b

2 +
1

24
ε2a4β1 −

5

8
α3
1b

4 − 3

4
α2
1b

2εa2

+
5

6
α1α2b

4 − 1

8
α1ε

2a4 +
1

2
α2b

2εa2 + . . . = 0 (35)

and

U(1) = a+
1

2
β1ba+

1

3
β2
1b

2a− 1

6
β1aα1b

2 − 1

6
β1a

3ε

+
1

4
β3
1b

3a− 1

4
β2
1b

3aα1 −
7

24
β2
1εa

3b+
1

8
β1aα

2
1b

3

+
1

8
β1a

3α1bε−
1

12
β1aα2b

3 + . . . = 1. (36)

Solving of Eqs. (35) and (36) gives us the value of a and b.

These values are too long to be shown in this paper. By
substituting a and b obtained above into Eq. (33) and
Eq. (34) we can �nd the expressions of θ(y) and U(y).

5. Results and discussions

The comparison of the results obtained by four meth-
ods for di�erent values of the perturbation parameters in
the range 0.2�0.6 are shown in Figs. 2�5.

Fig. 2. A comparison of the U(Y ) of DTM and three
other methods for Example 1, at Br = 0.2 (a), 0.4 (b),
0.6 (c).

Fig. 3. A comparison of the θ(Y ) of DTM and three
other methods for Example 1, at Br = 0.2 (a), 0.4 (b),
0.6 (c).

In a special case in which perturbation parameter is
equal to 0.4, results of the present analysis are tabulated
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Fig. 4. A comparison of the U(Y ) of DTM and three
other methods for Example 2, at ε = 0.2 (a), 0.4 (b),
0.6 (c).

Fig. 5. A comparison of the θ(Y ) of DTM and three
other methods for Example 2, at ε = 0.2 (a), 0.4 (b),
0.6 (c).

against the numerical solution in Tables II�V. A very
interesting agreement between the results is observed,
which con�rms the validity of the DTM.

6. Conclusions

In this paper the di�erential transformation method is
applied to solve the systems of nonlinear equations aris-
ing in �uid �ows with variable viscosity. Throughout
the results of two examples which are found by using the
DTM are compared with three other methods such as HP,
VI, and P, we showed that the convergence is quite close.

TABLE II

The results of DTM and numerical solution for U(Y )
for Example 1.

Br = 0.4, β = 0.5

Y Numerical DTM Error

0 0 0 0

0.1 0.098804 0.098982594 0.001803

0.2 0.198398 0.198760212 0.001825

0.3 0.298593 0.299144039 0.001844

0.4 0.399195 0.399936115 0.001858

0.5 0.5 0.500931104 0.001862

0.6 0.600805 0.601918053 0.001852

0.7 0.701407 0.702682154 0.001819

0.8 0.801602 0.803006505 0.001752

0.9 0.901196 0.902673877 0.00164

1 1 1.001468468 0.001468

TABLE III

The results of DTM and numerical solution for θ(Y )
for Example 1.

Br = 0.4, β = 0.5

Y Numerical DTM Error

0 0 0 0

0.1 0.017729362 0.017824005 0.005338215

0.2 0.031555656 0.031730851 0.00555194

0.3 0.041451472 0.041692946 0.005825467

0.4 0.047396975 0.047690477 0.006192426

0.5 0.049380152 0.049711905 0.00671835

0.6 0.047396975 0.047754468 0.007542541

0.7 0.041451472 0.041824681 0.009003504

0.8 0.031555656 0.03193883 0.012142798

0.9 0.017729362 0.018123476 0.022229479

TABLE IV

The results of DTM and numerical solution for U(Y )
for Example 2.

ε = 0.4, β1 = 1.5, β2 = 1, α1 = 2, α2 = 2.5

Y Numerical DTM Error

0 0 0 0

0.1 0.096605 0.097138 0.005513

0.2 0.195446 0.196462 0.0052

0.3 0.295997 0.29743 0.004842

0.4 0.397706 0.399459 0.004407

0.5 0.5 0.501923 0.003845

0.6 0.602294 0.604152 0.003086

0.7 0.704003 0.705438 0.002039

0.8 0.804554 0.805028 0.000588

0.9 0.903395 0.902126 0.0014

1 1 0.995897 0.0041
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TABLE V

The results of DTM and numerical solution for θ(Y )
for Example 2.

ε = 0.4, β1 = 1.5, β2 = 1, α1 = 2, α2 = 2.5

Y Numerical DTM Error

0 0 0 0

0.1 0.01694 0.016566 0.022083

0.2 0.029822 0.02905 0.025903

0.3 0.038873 0.037652 0.031428

0.4 0.044246 0.042467 0.040191

0.5 0.046027 0.043489 0.055144

0.6 0.044246 0.040604 0.082304

0.7 0.038873 0.033598 0.135718

0.8 0.029822 0.02215 0.257268

0.9 0.01694 0.005838 0.655382

Therefore, this method can be applied to many compli-
cated linear and nonlinear partial di�erential equations
and system of partial di�erential equations and does not
require linearization, discretization, or perturbation.
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