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1. Introduction

Several authors have presented methods to assess
and derive the functional form of a single-attribute utility
function based on the change in valuation of a lottery as
the decision maker’s wealth increases (Abbas [1], Abbas
and Aczél [2], Bell [7], Pfanzagl [9]). Bell [7] introduced
and developed the idea of characterizing a utility func-
tion based on the maximum number of switches that may
occur between any two lotteries as the decision maker’s
wealth increases. In particular, if preferences between
the two lotteries can change, but can change only once,
as we increase z, then the decision maker is said to have
a one-switch utility function. Abbas and Bell [4] showed
that a one-switch utility function, U , must satisfy the
system of functional equations

U(x + z) = K(z)U(x) + M(z)W (x) + L(z),
W (x + z) = k(z)W (x) + `(z).

In practice, a decision maker may face multi-period and
uncertain cash flows. Abbas, Aczél, and Chudziak [3] and
Chudziak [8] discussed the functional forms of multiat-
tribute utility functions that lead to zero-switch change
in preferences between multi-period cash flows when a
decision maker’s initial wealth increases through an an-
nuity that pays a constant amount z every time period.
In Abbas and Chudziak [5] the functional forms of multi-
ple attribute utility functions that lead to a maximum of
one-switch change in preferences have been determined.
More precisely, the solutions of the following system of
functional equations:

U(x1 + z, ..., xn + z) = K(z)U(x1, ..., xn)
+M(z)W (x1, ..., xn) + L(z), (1)

W (x1 + z, ..., xn + z) = k(z)W (x1, ..., xn) + `(z) (2)
for (x1, ..., xn) ∈ D and z ∈ V(x1,...,xn), have been deter-
mined under the assumption that D is a nonempty subset
of Rn (n ≥ 2) such that, for every (x1, ..., xn) ∈ D, the
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set V(x1,...,xn) := {z ∈ R|(x1 + z, ..., xn + z) ∈ D} is an
open interval and a function

V(x1,...,xn) 3 z → W (x1 + z, ..., xn + z) (3)
is nonconstant for at least one (x1, ..., xn) ∈ D.

In the present paper we determine all solutions of the
system (1)-(2) under the assumption that the function
given by (3) is constant for every (x1, ..., xn) ∈ D. In
this way we complete the results in [5].

2. Preliminaries

We introduce the following notation:

VD :=
⋃

(x1,...,xn)∈D

V(x1,...,xn),

T := {(x2 − x1, ..., xn − x1)|(x1, ..., xn) ∈ D}.
Moreover, for every (t1, ..., tn−1) ∈ T , we put

D(t1,...,tn−1) := {(x1, ..., xn) ∈ D|
(x2 − x1, ..., xn − x1) = (t1, ..., tn−1)}

and
V (t1,...,tn−1) :=

⋃

(x1,...,xn)∈D(t1,...,tn−1)

V(x1,...,xn).

Furthermore, given a function ψ : T → R, we set

Vψ 6=0 :=
⋃

(x1,...,xn)∈D(t1,...,tn−1),ψ(t1,...,tn−1)6=0

V(x1,...,xn).

Let us recall that a function a : R → R is said to be
additive, provided it satisfies a(x + y) = a(x) + a(y) for
x, y ∈ R; and a function E : R → R is said to be ex-
ponential, provided E(x + y) = E(x)E(y) for x, y ∈ R.
It is well known (see e.g. [6]) that every nonconstant
additive or exponential function is nonconstant on ev-
ery non-degenerated interval. We consider the system of
functional equations (1) and (2), where U,W : D → R
and K,L, M, k, ` : VD → R are unknown functions. The
following theorem will play a crucial role in our consid-
erations (cf. [8, Theorem 2, p. 674]).
Theorem 1. Let D be a nonempty subset of Rn such

that, for every (x1, ..., xn) ∈ D, V(x1,...,xn) is an open
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interval. Assume that W : D → R, k, ` : VD → R and the
function given by (3) is constant for every (x1, ..., xn) ∈
D. Then a triple (W,k, `) satisfies Eq. (1) if and only if
there exist a constant d ∈ R and a function ψ : T → R
such that

ψ(t1, ..., tn−1) = d

whenever V (t1,...,tn−1) \ k−1({1}) 6= ∅, (4)

`(z) = d(1− k(z)) for z ∈ VD (5)
and

W (x1, ..., xn) = ψ(x2 − x1, ..., xn − x1) (6)
for (x1, ..., xn) ∈ D.

Let us also recall the following remark (cf. [8, Remark
1, p. 674]).
Remark 1. For every (t1, ..., tn−1) ∈ T , the set

V (t1,...,tn−1) is an open interval symmetric with respect
to 0.

3. Main results

Let us begin this section with the following observa-
tion.
Remark 2. Dealing with the solutions of the system

(1)-(2) it is reasonable to assume that M is not identically
0. In fact, if M is identically 0, then equations (1) and
(2) are independent and each of them can be easily solved
by applying [8, Theorem 1, p. 673]) and Theorem 1.

The next theorem is a main result of the paper.
Theorem 2. Let D be a nonempty subset of Rn (n ≥

2) such that, for every (x1, ..., xn) ∈ D, V(x1,...,xn) is an
open interval. Assume that U,W : D → R, K, L,M, k, ` :
VD → R, M is not identically 0 and a function given
by (3) is constant for every (x1, ..., xn) ∈ D. Then the
functions U,W,K, L,M, k, l satisfy system (1)-(2) if and
only if one of the following conditions holds:

(i) there exist an open interval (possibly empty) I ⊂ VD

symmetric with respect to 0, a nonconstant exponential
function E : R → R, a function ψ : T → R, a not
identically zero function φ : T → R and constants b, c, d ∈
R such that (5) and (6) hold,

ψ(t1, ..., tn−1) = d

whenever V (t1,...,tn−1) \ (k−1({1}) ∩ I) 6= ∅, (7)

K(z) = E(z) for z ∈ Vφ 6=0, (8)

L(z) = c(1−K(z))− dM(z) for z ∈ VD, (9)

M(z) = b(1−K(z)) for z ∈ I, (10)

U(x1, ..., xn) = E(x1)φ(x2 − x1, ..., xn − x1)
+b(ψ(x2 − x1, ..., xn − x1)− d) + c (11)

for (x1, ..., xn) ∈ D;
(ii) there exist an open interval (possibly empty) I ⊂

VD symmetric with respect to 0, a subset (possibly empty)
T0 of T , the functions φ : T0 → R, ψ : T → R and
constants b, c, d ∈ R such that (5)-(7), (9) and (10) hold,

K(z) = 1 for z ∈
⋃

(t1,...,tn−1)∈T0

V (t1,...,tn−1), (12)

U(x1, ..., xn) =





φ(x2 − x1, ..., xn − x1)
if (x2 − x1, ..., xn − x1) ∈ T0

b(ψ(x2 − x1, ..., xn − x1)− d) + c

if (x2 − x1, ..., xn − x1) ∈ T \ T0;

(iii) K is identically 1 and there exist an open inter-
val (possibly empty) I ⊂ VD symmetric with respect to
0, nonconstant additive functions A0, A1 : R → R, the
functions φ, ψ : T → R and a constant d ∈ R such that
(5)-(7) hold,

L(z) = A1(z)− dM(z) for z ∈ VD, (13)

M(z) = A0(z) for z ∈ I, (14)

U(x1, ..., xn) =
A0(x1)(ψ(x2 − x1, ..., xn − x1)− d) + A1(x1)
+φ(x2 − x1, ..., xn − x1) (15)

for (x1, ..., xn) ∈ D.

Prof: Assume that the functions U,W,K, L, M, k, l sat-
isfy system (1)-(2). If W is constant, say W = d with
some d ∈ R, then (1) becomes

U(x1 + z, ..., xn + z) =
K(z)U(x1, ..., xn) + dM(z) + L(z)

for (x1, ..., xn) ∈ D(t1,...,tn−1) and z ∈ V(x1,...,xn). Hence,
applying [8, Theorem 1, p. 673] and Theorem 1, we
obtain (i)-(iii) with I = ∅ and T0 := {(t1, ..., tn−1) ∈
T |V (t1,...,tn−1) ⊂ K−1({1})}. Assume that W is not con-
stant. Then, according to Theorem 1, there exist a d ∈ R
and a nonconstant function ψ : T → R such that (4)-(6)
hold. Put

I =
⋃

(t1,...,tn−1)∈T\Tψ

V (t1,...,tn−1), (16)

where Tψ is a (possibly empty) subset of T consisting
of all elements (s1, ..., sn−1) ∈ T such that, for every
(t1, ..., tn−1) ∈ T , the following implication holds:

V (s1,...,sn−1) ⊂ V (t1,...,tn−1)

⇒ ψ(t1, ..., tn−1) = ψ(s1, ..., sn−1). (17)
Note that as ψ is nonconstant, we have

Tψ 6= T. (18)
Thus, by Remark 1, I given by (16) is an open interval
symmetric with respect to 0. Moreover, from the defi-
nition of Tψ, in view of Remark 1, it follows that ψ is
constant on Tψ and, for every (t1, ..., tn−1) ∈ T , it holds
V (t1,...,tn−1)\I 6= ∅ ⇒ (t1, ..., tn−1) ∈ Tψ. Therefore there
is a d̃ ∈ R such that

ψ(t1, ..., tn−1) = d̃

whenever V (t1,...,tn−1) \ I 6= ∅. (19)
Thus, taking into account Remark 1, from (4) and (19)
we derive (7).

Next note that from the definition of Tψ, by Remark
1, it follows that for every (s1, ..., sn−1) ∈ T \ Tψ and
(t1, ..., tn−1) ∈ Tψ it holds V (s1,...,sn−1) ⊂ V (t1,...,tn−1).
Hence, in view of (16), we get
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I ⊂ V (t1,...,tn−1) for (t1, ..., tn−1) ∈ Tψ (20)
and ⋃

(t1,...,tn−1)∈Tψ

V (t1,...,tn−1) = VD

provided Tψ 6= ∅. (21)
Furthermore, by (1) and (6), we obtain that

U(x1 + z, ..., xn + z) = K(z)U(x1, ..., xn)
+M(z)ψ(t1, ..., tn−1) + L(z)

for every (t1, ..., tn−1) ∈ T , (x1, ..., xn) ∈ D(t1,...,tn−1) and
z ∈ V(x1,...,xn). Since for every (t1, ..., tn−1) ∈ T and
(x1, ..., xn) ∈ D(t1,...,tn−1), we have

{z ∈ R|(x1 + z, ..., xn + z) ∈ D(t1,...,tn−1)} = V(x1,...,xn),

applying [8, Theorem 1, p. 673] and Theorem 1, we con-
clude that, for every (t1, ..., tn−1) ∈ T , one of the subse-
quent two possibilities holds:

(a) K is identically 1 on V (t1,...,tn−1) and there exists an
additive function (possibly identically zero) a(t1,...,tn−1) :
R→ R such that

M(z)ψ(t1, ..., tn−1) + L(z) = a(t1,...,tn−1)(z) (22)
for z ∈ V (t1,...,tn−1);

(b) K is not identically 1 on V (t1,...,tn−1) and there
exists a constant c(t1,...,tn−1) ∈ R such that

M(z)ψ(t1, ..., tn−1) + L(z)
= c(t1,...,tn−1)(1−K(z)) for z ∈ V (t1,...,tn−1). (23)

Let Ta and Tb denote the sets of all elements of T for
which (a) and (b) is valid, respectively. Clearly, Ta and
Tb are disjoint and Ta ∪ Tb = T . Moreover, taking into
account Remark 1, we obtain that⋃

(t1,...,tn−1)∈Tb

V (t1,...,tn−1) = VD

provided Tb 6= ∅. (24)
We are going to consider the following three cases:

1. Tb = T ;
2. Tb = ∅;
3. ∅ 6= Tb 6= T .

Case 1. Fix (t01, ..., t
0
n−1) ∈ T \Tψ (note that by (18), the

latter set is nonempty). Then there is (s1, ..., sn−1) ∈ T
such that

V (t01,...,t0n−1) ⊂ V (s1,...,sn−1) (25)
and

ψ(t01, ..., t
0
n−1) 6= ψ(s1, ..., sn−1). (26)

Since Tb = T , making use of (23) and (25), we obtain
that

M(z)ψ(t01, ..., t
0
n−1)− c(t01,...,t0n−1)

(1−K(z))
= M(z)ψ(s1, ..., sn−1)− c(s1,...,sn−1)(1−K(z))

for z ∈ V (t01,...,t0n−1). Hence, in view of (26), we get that

M(z) = b(1−K(z)) for z ∈ V (t01,...,t0n−1), (27)
where

b :=
c(t01,...,t0n−1)

− c(s1,...,sn−1)

ψ(t01, ..., t
0
n−1)− ψ(s1, ..., sn−1)

.

Next, taking an arbitrary (t1, ..., tn−1) ∈ T \ Tψ and ar-
guing as previously, we conclude that there exists b̃ ∈ R
such that

M(z) = b̃(1−K(z)) for z ∈ V (t1,...,tn−1). (28)
However, by Remark 1, the set V (t01,...,t0n−1)∩V (t1,...,tn−1)

is equal either to V (t01,...,t0n−1) or to V (t1,...,tn−1). So, using
the fact that Tb = T , from (27) and (28) we derive that
b = b̃. Therefore, in view of (16), we obtain (10). Fur-
thermore, taking arbitrary (t1, ..., tn−1), (s1, ..., sn−1) ∈
T \ Tψ, in view of (23) and (28), we get

L(z) = (c(t1,...,tn−1) − bψ(t1, ..., tn−1))(1−K(z))
= (c(s1,...,sn−1) − bψ(s1, ..., sn−1))(1−K(z)) (29)

for z ∈ V (t1,...,tn−1) ∩ V (s1,...,sn−1). Since Tb = T , in
view of Remark 1, K is not identically 1 on the latter
set. So, (29) yields that c(t1,...,tn−1) − bψ(t1, ..., tn−1) =
c(s1,...,sn−1) − bψ(s1, ..., sn−1). As (t1, ..., tn−1) and
(s1, ..., sn−1) are arbitrary elements of T \ Tψ, this
means that there is a c̃ ∈ R such that c(t1,...,tn−1) −
bψ(t1, ..., tn−1) = c̃ for (t1, ..., tn−1) ∈ T \ Tψ. Hence,
by (16) and (29), we get that

L(z) = c̃(1−K(z)) for z ∈ I. (30)
So, taking c := c̃ + bd and applying (10), we obtain

L(z) = c(1−K(z))− dM(z) for z ∈ I. (31)
Thus, if I = VD, we get (9). If I 6= VD, then by (16)
Tψ 6= ∅. Therefore, as Tb = T , in view of (7) and (23),
for every (t1, ..., tn−1) ∈ Tψ and z ∈ V (t1,...,tn−1), we have

L(z) + dM(z) = c(t1,...,tn−1)(1−K(z)). (32)
Thus, taking into account (20) and (31), we obtain that
for every (t1, ..., tn−1) ∈ Tψ it holds c(t1,...,tn−1)(1 −
K(z)) = c(1 − K(z)) for z ∈ I. Moreover, since
Tb = T , K is not identically 1 on I. So, the latter equal-
ity yields that c(t1,...,tn−1) = c for (t1, ..., tn−1) ∈ Tψ.
Hence, making use of (32), we conclude that L(z) =
c(1−K(z))−dM(z) for z ∈ ⋃

(t1,...,tn−1)∈Tψ
V (t1,...,tn−1),

which together with (21), gives (9). Finally, we show that
(U − bW )(x1 + z, ..., xn + z) = K(z)
×(U − bW )(x1, ..., xn) + (c− bd)(1−K(z)) (33)

for (x1, ..., xn) ∈ D and z ∈ V(x1,...,xn). To this
end, fix (x1, ..., xn) ∈ D and z ∈ V(x1,...,xn). If
V (x2−x1,...,xn−x1) ⊂ I, then (33) follows directly from
(1), (9) and (10). If V (x2−x1,...,xn−x1) \I 6= ∅, then by (6)
and (7), we get W (x1+z, ..., xn +z) = W (x1, ..., xn) = d.
Thus, using (9), we obtain

(U − bW )(x1 + z, ..., xn + z) = K(z)U(x1, ..., xn)
+M(z)W (x1, ..., xn) + L(z)− bW (x1 + z, ..., xn + z)

= K(z)U(x1, ..., xn) + dM(z) + L(z)− bd

= K(z)(U − bW )(x1, ..., xn) + (c− bd)(1−K(z)).

Therefore (33) holds. Hence, as V (t1,...,tn−1)\K−1({1}) 6=
∅ for (t1, ..., tn−1) ∈ T , applying [8, Theorem 1, p. 673]
and Theorem 1, we conclude that either

(U − bW )(x1, ..., xn) = c− bd for (x1, ..., xn) ∈ D

for (x1, ..., xn) ∈ D; or there exist a nonconstant expo-
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nential function E : R → R and a not identically zero
function φ : T → R such that (8) is valid and

(U − bW )(x1, ..., xn) = E(x1)φ(x2 − x1, ..., xn − x1)
+c− bd for (x1, ..., xn) ∈ D.

The first possibility, in view of (5)-(7), (9) and (10) gives
(ii) with T0 = ∅; the second one together with (5)-(7),
(9) and (10) leads to (i).

Case 2. In this case Ta = T , so K is identically
1. Let (t01, ..., t

0
n−1) ∈ T \ Tψ and (s1, ..., sn−1) ∈ T

be such that (25) and (26) hold. Then, as Ta = T ,
there exist additive functions (possibly identically zero)
a(t01,...,t0n−1)

, a(s1,...,sn−1) : R→ R such that

a(t01,...,t0n−1)
(z)−M(z)ψ(t01, ..., t

0
n−1)

= a(s1,...,sn−1)(z)−M(z)ψ(s1, ..., sn−1)

for z ∈ V (t01,...,t0n−1). Hence M(z) = A(t01,...,t0n−1)
(z) for

z ∈ V (t01,...,t0n−1), where A(t01,...,t0n−1)
: R→ R is given by

A(t01,...,t0n−1)
(z) =

a(t01,...,t0n−1)
(z)− a(s1,...,sn−1)(z)

ψ(t01, ..., t
0
n−1)− ψ(s1, ..., sn−1)

for z ∈ R. Since a(t01,...,t0n−1)
and a(s1,...,sn−1) are ad-

ditive functions, so is A(t01,...,t0n−1)
. Moreover, taking

an arbitrary (t̃1, ..., t̃n−1) ∈ T \ Tψ and using the sim-
ilar arguments, we obtain that there is an additive
function A(t̃1,...,t̃n−1)

: R → R such that M(z) =
A(t̃1,...,t̃n−1)

(z) for z ∈ V (t̃1,...,t̃n−1). Consequently,
we get that A(t01,...,t0n−1)

(z) = A(t̃1,..., ˜tn−1)
(z) for z ∈

V (t01,...,t0n−1) ∩ V (t̃1,...,t̃n−1). Since, by Remark 1, the lat-
ter set is an open interval, this means that A(t01,...,t0n−1)

=
A(t̃1,..., ˜tn−1)

. In this way we have proved that there is an
additive function A0 : R→ R such that M(z) = A0(z) for
z ∈ ⋃

(t1,...,tn−1)∈T\Tψ
V (t1,...,tn−1), which in view of (16),

gives (14). Note also that for every (t1, ..., tn−1) ∈ T \Tψ,
a function Λ(t1,...,tn−1) : R→ R given by

Λ(t1,...,tn−1)(z)
= a(t1,...,tn−1)(z)−A0(z)ψ(t1, ..., tn−1)

for z ∈ R, is additive and, by (14) and (22), L(z) =
Λ(t1,...,tn−1)(z) for z ∈ V (t1,...,tn−1). Since, for every
(t1, ..., tn−1) ∈ T \ Tψ, the set V (t1,...,tn−1) is an open
interval containing 0, arguing as in the case of M and
using (16), we obtain that there is an additive function
Ã : R→ R such that

L(z) = Ã(z) for z ∈ I. (34)
So if I = VD, then (14) and (34) imply (13) with
A1 := Ã + dA0. If I 6= VD, then by (16) Tψ 6= ∅. Thus,
taking (t1, ..., tn−1) ∈ Tψ and using the fact that Ta = T ,
in view of (7) and (22), we get

L(z) + dM(z) = a(t1,...,tn−1)(z) (35)
for z ∈ V (t1,...,tn−1). Hence, making use of (14), (20) and
(34), we obtain that

Ã(z) + dA0(z) = a(t1,...,tn−1)(z) for z ∈ I.

Since I is an open interval, this yields that
Ã + dA0 = a(t1,...,tn−1) for (t1, ..., tn−1) ∈ Tψ.

Thus, by (21) and (35), we get L(z) + dM(z) = Ã(z) +
dA0(z) for z ∈ VD, which again leads to (13) with
A1 := Ã+dA0. Now, we claim that a function Ũ : D → R
of the form

Ũ(x1, ..., xn)
:= U(x1, ..., xn)−A0(x1)ψ(x2 − x1, ..., xn − x1)(36)

for (x1, ..., xn) ∈ D, satisfies equation
Ũ(x1 + z, ..., xn + z)

= Ũ(x1, ..., xn) + A1(z)− dA0(z) (37)
for (x1, ..., xn) ∈ D and z ∈ V(x1,...,xn). Let (x1, ..., xn) ∈
D and z ∈ V(x1,...,xn). If z ∈ I, then by (1), (6), (13) and
(14), we obtain

Ũ(x1 + z, ..., xn + z)
= U(x1 + z, ..., xn + z)
−A0(x1 + z)ψ(x2 − x1, ..., xn − x1)

= U(x1, ..., xn) + A0(z)ψ(x2 − x1, ..., xn − x1) + A1(z)
−dA0(z)−A0(x1 + z)ψ(x2 − x1, ..., xn − x1)
= U(x1, ..., xn)−A0(x1)ψ(x2 − x1, ..., xn − x1)
+A1(z)− dA0(z) = Ũ(x1, ..., xn) + A1(z)− dA0(z).

If z 6∈ I, then V (x2−x1,...,xn−x1) \ I 6= ∅, so by (7),
ψ(x2−x1, ..., xn−x1) = d. Hence, in view of (1), (6) and
(13), we get

Ũ(x1 + z, ..., xn + z)
= U(x1 + z, ..., xn + z)− dA0(x1 + z)
= U(x1, ..., xn) + dM(z) + L(z)− dA0(x1 + z)
= U(x1, ..., xn) + A1(z)− dA0(x1 + z)
= U(x1, ..., xn)− dA0(x1) + A1(z)− dA0(z)
= Ũ(x1, ..., xn) + A1(z)− dA0(z).

Therefore Ũ satisfies (37), so applying [8, Theorem 1,
p. 673] and Theorem 1, we conclude that there exists a
function φ : T → R such that

Ũ(x1, ..., xn)
= A1(x1)− dA0(x1) + φ(x2 − x1, ..., xn − x1)

for (x1, ..., xn) ∈ D. Hence, taking into account (36), we
obtain (15) and so (iii) is valid.
Case 3. Let T0 := Ta. Then (12) is obvious. Further-
more, let

D0 := {(x1, ..., xn) ∈ D|(x2 − x1, ..., xn − x1) ∈ Tb}.
Then, for every (x1, ..., xn) ∈ D0, K is not identically
1 on V (x2−x1,...,xn−x1). On the other hand, as Tb 6= T ,
we get Ta 6= ∅, whence K is identically 1 on some open
neighborhood of 0. Since, by (24),

⋃

(x1,...,xn)∈D0

V(x1,...,xn) =
⋃

(t1,...,tn−1)∈Tb

V (t1,...,tn−1) = VD,

arguing as in the Case 1 (with D replaced by D0) we ob-
tain that there exist an open interval I symmetric with
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respect to 0 and constants b, c, d ∈ R such that (5)-(7),
(9) and (10) hold, and

U(x1, ..., xn)
= b(ψ(x2 − x1, ..., xn − x1)− d) + c (38)

for (x1, ..., xn) ∈ D0, that is whenever (x2 − x1, ..., xn −
x1) ∈ Tb = T \ T0. Now, we show that, for every
(x1, ..., xn) ∈ D \D0 and z ∈ V(x1,...,xn), it holds

U(x1 + z, ..., xn + z) = U(x1, ..., xn). (39)
Fix (x1, ..., xn) ∈ D \ D0 and z ∈ V(x1,...,xn). Then
(x2 − x1, ..., xn − x1) ∈ T0, so by (12), K(z) = 1. There-
fore, if z ∈ I then (39) follows directly from (1), (9) and
(10). If z 6∈ I, then by (7), ψ(x2 − x1, ..., xn − x1) = d,
so making use of (1) and (9), we get

U(x1 + z, ..., xn + z)
= U(x1, ..., xn) + dM(z) + L(z) = U(x1, ..., xn).

Thus, (39) is proved. So, for every (x1, ..., xn) ∈ D \D0,
a function

V(x1,...,xn) 3 z → U(x1 + z, ..., xn + z)

is constant. Moreover, we have
{z ∈ R|(x1 + z, ..., xn + z) ∈ D \D0} = V(x1,...,xn)

for (x1, ..., xn) ∈ D \D0 and
{(x2 − x1, ..., xn − x1)|(x1, ..., xn) ∈ D \D0} = T0.

Therefore, applying Theorem 1, we obtain that there
is a function φ : T0 → R such that U(x1, ..., xn) =
φ(x2−x1, ..., xn−x1) whenever (x2−x1, ..., xn−x1) ∈ T0.
Consequently, taking into account (38), we get (ii).
A straightforward calculation shows that if one of
the conditions (i) − (iii) holds, then the functions
U,W,K, L,M, k, l satisfy system (1)-(2). This completes
the proof.

4. Conclusion

In Abbas and Chudziak [5] the concept of one-switch
change in preferences between uncertain lotteries, intro-
duced by Bell [7], has been extended to the situations
involving multiple time periods, where the initial wealth
increases in the form of a constant annuity payment. In
particular, in [5] the corresponding functional forms of
the utility functions have been determined by solving the
system of functional equations (1)-(2) under the assump-
tion that the function given by (3) is nonconstant for
at least one (x1, ..., xn) ∈ D. In the present paper we
complete the results in [5], that is we solve the system
under the assumption that the function given by (3) is
constant for every (x1, ..., xn) ∈ D. Our approach even
makes possible for practical applications of them.
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