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Continuous acoustical climate monitoring of the environment raises several problems related to large quantities
of the recorded data, which often represents information unrelated to the studied noise source. Manual veri�cation
of such data is time-consuming and costly. Therefore, developing e�ective methods for automatic identi�cation
of transport noise sources becomes an important task for the proper determination of noise levels. This paper
presents a concept of such method of automatic detection and classi�cation of the noise sources from the air and
railway transportation in the acoustic environmental monitoring.
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1. Introduction

Over the last two decades in Poland, the country's
development of transportation became one of the main
sources of the environmental noise hazards. The road
noise has been a dominant factor of the acoustic climate,
due to its widespread nature and prolonged e�ect. Also
such other sources of noise associated with air transporta-
tion, as �ights, take-o� and landing of aircrafts, as well as
noise generated by the railway industry are also of great
signi�cance.
The European Union established a regulatory frame-

work with uniform requirements for the assessment and
management of environmental noise in Directive 2002/
49/EC. Poland implemented provisions of the said Di-
rective into the Environmental Protection Law Act of
27 April 2001 (as amended). The purpose of this leg-
islation is protection of health, quality of life and well-
-being of the population. While exploiting the environ-
ment by emission of signi�cant quantities of acoustic en-
ergy, management of a road, a railway, a tram-line, an
airport, or a harbor is required to continuously mon-
itor such emissions. Such data gathering and studies
are designed to collect information about the prevailing
acoustic climate and to produce conclusions, reports and
maps of the areas most threatened with the limits be-
ing exceeded. Carrying out continuous monitoring of a
particular area, involves issues of large quantities of the
recorded data, often representing information unrelated
to the study source. Manual veri�cation of such data
is time-consuming and costly. Therefore, developing ef-
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fective methods for automatic identi�cation of transport
noise sources becomes an important task for the proper
determination and expanding knowledge regarding the
causes of changes in noise levels in the environment and
present trends. This paper presents such a method as ap-
plied to the automatic detection of air and railway noise
during long-term acoustic monitoring of the environment.

2. Detection of acoustic events

Methodology for measuring road noise is relatively sim-
ple and the use of automatic noise monitoring station
does not involve much di�culty, and the tra�c occurs
continuously. The detection of tra�c event can be sup-
ported by special microwave sensors such as SmartSen-
sor HD [1] or Remote Tra�c Microwave Sensor [2]. The
aircraft noise measurements are more complicated and
their range includes large areas. In such area, usually
de�ned as zone of the limited use, there are often other
noise sources present, such as roads or railway lines then
treated as a background sound. In such case, it is im-
portant to distinguish automatically a source of noise
from the background and to quantify the impact vari-
ous sources on the overall noise level in a given place.
Currently there are available aircraft noise monitor-

ing stations using four-microphone array with the task
to determine the source position (angle of elevation and
azimuth) and a �fth microphone to sound level measure-
ments [3] or using the information from airport radar
system [4]. Number of needed microphones in array or
payment for using of radar system greatly increases the
cost of such devices. Thus, there arises the idea of the use
of automated pattern recognition methods for identi�ca-
tion of acoustic noise sources and of the type of airplane
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operations. The current technology is developed enough
to create an e�cient algorithm and its hardware imple-
mentation seems to be possible as well.
In principle, all applied methods of automatic classi�-

cation, including pattern recognition depend on the fol-
lowing problem being solved: the solutions' lack of ver-
satility results not from imperfection of the recognition
methods, but rather from excessive complexity of source
signals. For this reason, special transformation of the
signals analyzed is applied in order to obtain an appro-
priate simple feature space. Currently, although a num-
ber of speci�c solutions exist, two principal methods to
creating the space of features can be distinguished. The
�rst one consists of the search of the suitable transfor-
mation of the signal and using its results (parameters) as
the signal characteristics. The other approach consists of
the search of a model describing the way of the observed
signals' emission, e.g. identi�cation of �lters generating
the signal. The problem discussed can be expanded to
cover also the noise immission or speci�cally perception
of the observed signal or, more precisely, perception of
the observed signal.
There are many methods of a pattern recognition,

which are dealing with an abstract pattern notion, under-
stood as a set of certain features and relations (Fig. 1).
Several algorithms and instruments recognizing certain
determined classes of objects were developed [5�8]. How-
ever, in practical applications, it is not clear which fea-
tures and relations should be counted as the basic ones,
and how to single them out from the recognized patterns.
It was assumed that in order to obtain features needed at
the recognition, the preliminary signal processing should
occur in an identical fashion just as in visual and audio
systems of humans.

Fig. 1. Model of acoustic pattern recognition.

Most researchers agree that the features necessary for
pattern recognition of sound should be sought in a time-
-frequency domain of an acoustic signal. The point for
the decision to apply the parameters of the acoustic sig-
nal in the mel frequency scale was the observation that
virtually everyone who had any contact with vehicles and
transport facilities is able to detect their presence and dis-

tinguish their type (airplane, train, tram, car, truck, mo-
torcycle) on basis of perceived auditory experience dur-
ing their movement. The cepstral analysis in mel scale is
based on the characteristics of the human hearing, thus
the authors decided to use it in their research. Mel fre-
quency cepstral coe�cients (MFCC) analysis is a widely
used algorithm in nonstationary signals study (including
the recognition and speech intelligibility in communica-
tion systems). The human ear distinguishes sounds us-
ing non-linear frequency scale of spectrum. This scale
is linear only to 1 kHz, while the non-linearity for the
higher frequencies can be described using a logarithmic
scale [9]. Practical importance of cepstrum is that it often
enables more transparent interpretation of the informa-
tion contained in spectrum. This applies in particular
to assess of the relationship of spectral frequency com-
ponents contained in the signal. A speci�c feature of
cepstrum is its ability to separate e�ects related to oper-
ation of the sound source from the e�ects related with the
transmission (propagation path) [10]. This fact is very
important, because depending on location of monitoring
stations (terrain, season of year, weather conditions) are
changing acoustic wave propagation between the source
and receiver.

3. Research

The recordings from the mobile station of long-term
acoustics monitoring shown in Fig. 2 have been used
while classifying the tra�c noise � air operations, move-
ment of trains. The location of station include: village
Rz¡ska near Kraków (the measuring point in the close
location of a railway line and route of departures and
arrivals to �Kraków Airport�) and village Morawica near
Kraków (the measuring point in the vicinity of �Kraków
Airport� and motorway A4). In this research the fol-
lowing procedures of the digital signal processing were
applied in calculations:

• recording signals with sampling frequency fs =
48 kHz;

• decimation of signal;

• Hamming's time window of a length N = 12000
samples;

• 12000 points fast Fourier transform (FFT) calcu-
lated every 500 ms of signal;

• rescaling the frequency scale into the mel frequency
scale, according to the following:

mel(f) = 2595 log

(
1 +

f

700

)
; (3.1)

• mel �ltration � it means the spectrum conversion
into the form of midband pass �lters (summing the
weighted individual spectral lines, where the co-
e�cients of corresponding triangle �lters are used
as the weights). The number of �lters in the set:
N = 14;
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• determination of cepstral coe�cients in the mel fre-
quency scale (MFCC) as discrete conversion of log-
arithm cosinuses of the parameters of �lter data,
according to the formula:

Cn =

√
2

N

N∑
i=1

log(si) cos

(
πn

N

(
i− 1

2

))
, (3.2)

where Cn � n-th cepstral coe�cient, n = 1, . . . , 14,
Si � i-th coe�cient obtained from signal conver-
sion by the set of �lters, N � number of �lters in
the set, N = 14.

Fig. 2. The mobile station of long-term acoustic moni-
toring.

Analysis of the acoustic signal emitted by the air-
craft was limited to selected types: B737, A320, ATR72,
ATR42, AN24, C-295. However, the analysis of railway
noise was limited to the types of locomotives: EU06,
EU07, ET21, ST43, ST44, and train EN57. In some
previous papers [11�13] many variants of the parameters
feature vectors has been presented as an analysis and dis-
cussion of the correctness in selection of the feature space.
Proposed new feature vector is based on mel frequency
cepstral coe�cients and is de�ned below Eq. (3.3):

⟨C1, C2, . . . , C14⟩ = X. (3.3)

For example, in Fig. 3 a comparison of mel frequency
cepstral coe�cients for noise events representing three
classes, the source of aircraft noise � B737 jet �ight,
railway noise � a ride of train with a locomotive EN57,
background sound � a drive of a car, a dog barking is
shown.
The research concerning recognition of aircraft noise

has been carried out by two groups of methods: pattern
recognition � the minimum distance method (with Eu-
clidean metric) and neural network techniques. In the
group of pattern recognition methods the nearest neigh-
bor (NN), k nearest neighbors (kNN) and nearest mode
(NM) have been applied [5]. In neural network tech-
niques, the choice of network architecture (number of lay-
ers and the number of neurons in each layer), as well as
the activation function of neurons and learning networks
method were made in an experimental way. The best
performance was characterized by a nonlinear three-layer
network, having the characteristics of neurons, sigmoidal
and hyperbolic tangent as activation functions. The net-
work was trained using error back propagation with a
decrease in the gradient. The experiment used 70% of

Fig. 3. Comparison of mel frequency cepstral coe�-
cients for noise events representing three classes (source
of aircraft noise � �ight of aircraft, source of railway
noise � a train ride, background � the car drive, dog
barking).

the recorded material to the learning network, and 30%
of the material to verify the method. The results identify
the noise sources due to its type, shown in Table, in which
aircraft noise source is an aircraft, railway noise source
is a train. Acoustic pattern recognition method based on
arti�cial neural network technique has the highest value
in comparison with used in the study, the minimum dis-
tance methods (NN and kNN, NM).

TABLE

Recognition results of aircrafts and railway noise events.

Methods of recognition
Recognition correctness [%]

Aircraft Train

NN (nearest neighbor) 80 82

kNN (k nearest neighbor) 88 91

NM (nearest mode) 87 90

neural network 94 96

4. Conclusions

This paper presents a method of automatic identi�-
cation of aircraft and railway noise sources in the en-
vironment acoustic monitoring systems. The mentioned
method relies on automatic �meaning� of sounds recorded
microphone technique. The proposed algorithm is based
on arti�cial intelligence techniques using mel frequency
cepstral coe�cients of signals. The developed algorithm
can be incorporated into existing monitoring systems of
acoustic climate, and also used in the analysis of record-
ings from existing systems and as other solutions � such
as acoustic radar, while recognizing the nature and type
of aircraft or �ight operation, or a train movement. The
condition is to collect a representative sample group of
patterns and e�ectively trained neural network.
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