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We discuss the possibly constructive role of disorder for the optimization of exciton transport in the FMO (Fenna–Matthews–Olson) light harvesting complex. Our analysis, which models the FMO as a 3D random graph, demonstrates the existence of a small fraction of optimal, though highly asymmetric, non-periodic conformations, which yield near-to-optimal coherent excitation transport. We argue that, on transient time scales, such quantum interference enhanced transport does always better than stochastic activation.
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1. Introduction

Quantum transport in “complex” systems is one of the key subjects dealt with in quantum chaos, at the heart, e.g., of mesoscopic and molecular physics, of the many implementations of quantum billiards, of decaying atomic systems, and of disordered systems, with applications from rogue waves and seismic patterns to microdisc lasers [1–7].

Recently, another class of complex systems, this time from the realm of biology, has been identified as a possible scenario for quantum coherence effects — the photosynthetic light harvesting complexes of algae and of higher plants: Energy quanta absorbed from incoming sunlight need to be transferred towards the photosynthetic reaction center (RC), where this energy is used to drive charge separation and fuel the plant’s chemistry [8]. This transport occurs across a molecular network, with a stunning quantum efficiency (defined by the number of electron–hole pairs created in the RC, per incoming photon) of more than 95% (quantum efficiency is not to be confused with energy efficiency!) [9, 10], on time scales of approximately 100 fs [11]. The detailed transport mechanism is being elucidated only recently with the help of 2D spectroscopy, which, in some sense, is a refinement of simple pump-probe spectroscopy, and a nonlinear spectroscopic tool. It basically consists in reading out a four-wave mixing signal that probes the time dependence of some polarization inscribed into the medium [12]. The time evolution of this polarization pattern allows to map out the details of the exciton transfer process, and is typically represented by the time evolution of a two-dimensional Fourier transform of the time dependent four-wave mixing signal.

It is to be realized that these beautiful experiments attempt to monitor the quantum dynamics of truly complex, biochemical objects, with very complicated, multithierarchical and adaptable conformations, which, e.g., in the case of the Fenna–Matthews–Olson (FMO) complex, are of pretty disordered appearance (other complexes appear highly symmetric [13] — which suggests that nature has found many ways to achieve its purposes). This is precisely what makes these systems such a fascinating object for experimental and theoretical research: While their extraordinary performance in terms of functionality, robustness and adaptability clearly indicates that they incarnate specifically tuned solutions for the specific needs of the organism they are part of, their structural complexity goes far beyond what we used to deal with in experiments on fundamental quantum phenomena. Hence the widespread surprise as the above experiments sample ever more evidence that quantum coherence does prevail in these functional units over time scales that are relevant for their functionality, even at ambient temperature. This seems to be in contrast with what we believe to know about the fragility of quantum interference with respect to noise and/or disorder. Also let us note that all these experiments are performed on macroscopic samples of FMO complexes in liquid solution, which implies disorder averages, leading, e.g., to inhomogeneous broadening of the recorded signals [14], and thus rendering the clear and unambiguous identification of coherent transport mechanisms a rather involved experimental task.

In our attempt to reach an improved understanding of these systems, the following list of questions emerges very naturally:

- Where is the demarcation line between the system and the environment degrees of freedom? Indeed, the FMO is often modeled as a molecular network with each of its constituents equipped with an electronic two-level structure [15, 16]. The number of
constituents itself varies slightly (seven or eight) [17, 18], depending on the specific preparation of the sample. The electronic two-level structure provides the minimal model to establish dipole–dipole interaction mediated exciton transport across the network to the RC, and is underpinned by advanced structure calculations gauged against spectroscopic data [19], but there is some debate about the role of background (e.g., vibrational) degrees of freedom [8]. Depending on your preferred point of view, and education, you may incorporate these additional degrees of freedom either into the system Hamiltonian, or into some strongly coupled part of the environment, which immediately implies some (hierarchical) environment structure. This, in turn, suggests non-Markovian environment coupling [20], and connects to the next question:

- **What allows for the experimentally observed coherence times, at ambient temperature [21]?** In other words, Markovian models of environment coupling of a network of two-level systems do not allow to reproduce these experimentally observed, unexpectedly long time scales [22]. This suggests that nature found a way to screen the quantum transport on the FMO against the broad band noise generated by the warm environment, at least on functionally relevant time scales. It is clear that any coherence must fade away on sufficiently long time scales, in an open, complex system. If nature indeed does employ quantum coherence for its (transport) purposes, then it had to tune the relevant time scales such as to get into target on the transient time scales on which noise has no time to act. One way to do so is by proper structuring of the environment, such as to slow down the detrimental influence of noise. Alternatively, and this brings us to the last question,

- **Are there structural elements of the FMO network that enhance the transport efficiency?** Nature may have tuned the FMO network structure itself, to achieve what quantum opticians call the “strong coupling limit” [23]: Make the relevant system dynamics faster than the time scale on which the environment interferes destructively. It is this latter line of thought which we will go after in the remainder of the present contribution.

Given the experimental evidence together with all the uncertainties sketched above on the detailed structure of the actual biochemical object under scrutiny, we want to accommodate all essential ingredients of the minimal model described above, though amended by a statistical component, in a sense inspired by the approach of random matrix theory [24]. The precise structure of the underlying Hamiltonian of “system” and “environment” degrees of freedom, see above) being unknown to us, we might as well only fix some basic structural elements —

![Fig. 1. Random graph model of the FMO complex, with $N = 10$ molecular sites [25]. The exciton is injected at the site “in” and transferred to the RC once it reaches the site “out.” In and out site are fixed at the poles of a sphere of diameter $d$, all other molecular sites are randomly placed within the sphere. Each site is equipped with an electronic two-level structure, thus mimicking a random, 3D array of spins that interact through dipole–dipole coupling, see Eq. (1). The coherent transport efficiency from “in” to “out” is optimized when all transition amplitudes interfere constructively.](image)

which here will be the number of molecular constituents of the network, their individual electronic energy structure, their mutual interaction, and the position of two of them. We then investigate the statistics of the transport efficiency (to be defined further down) on a homogeneously distributed sample of molecular networks, under these constraints. We will first study transport efficiencies for the closed system, i.e. strictly unitary dynamics, and then open the system, by coupling each molecular site locally to a dephasing environment, and by coupling the output site to a sink (which represents the RC, where the exciton is to be delivered irreversibly).

## 2. Model

We model the FMO network as a fully connected, disordered finite graph with $N$ vertices, as depicted in Fig. 1. Coherent transport of a single excitation across a sample of molecular sites is generated by the Hamiltonian

$$H = \sum_{i \neq j=1}^{N} v_{i,j} \sigma_+^{(j)} \sigma_-^{(i)}, \quad (1)$$

where $\sigma_+^{(j)}$ and $\sigma_-^{(i)}$ are mediate excitations and deexcitations of sites $j$ and $i$ from the local electronic ground state to the local excited state and vice versa, respectively. The excitation transfer $\sigma_+^{(j)} \sigma_-^{(i)}$ from site $i$ to site $j$ has a strength $v_{i,j} = v_{j,i}$ which depends on the specific nature of the inter-site coupling — that we assume to be of resonant (isotropic) dipole type, $v_{i,j} = \alpha / r_{i,j}^3$, with $r_{i,j} = |r_i - r_j|$ and $r_i$ the position vectors of individual sites. Input and output site define the poles of a sphere of diameter $d$ which, via the coupling constant $v_{\text{in,out}} = \alpha / d^3$, sets the natural time scale of the dynamics induced by $H$. The positions of the remaining molecular sites are randomly (uniformly) chosen within this sphere,
which induces a random distribution of the remaining \( v_{i,j} \). Since additional sites between input and output contribute to additional transition amplitudes, they tend to render the transport more efficient, in some analogy, e.g., to multiphoton excitation and ionization processes of atomic or molecular Rydberg states [26], or to the momentum spread of ultracold atoms under periodic forcing [27].

Next, we need to specify what we understand by “transport efficiency”. In colloquial terms, “efficient” means “a lot”, and “fast”. In our picture, this implies that an excitation initially localized at the input site is to be transferred, ideally, with probability one to the output site. “Fast” requires a benchmark, and this is naturally given by the intrinsic time scale defined by the direct coupling between input and output site, \( \pi/2|v_{in,\text{out}}| \). It is therefore suggestive to use [28]:

\[
P = \max_{t \in [0,T]} \left| \langle \text{out}|\psi(t)\rangle \right|^2, \quad T = 0.1 \times \pi/2 |v_{in,\text{out}}| \quad (2)
\]

as our figure of merit for the transport efficiency. Let us note that this choice is not completely unambiguous — it rather needs to be understood in the context of the specific physical question being asked. Our above definition focuses on the short time dynamics and thus probes the enhancement of the effective coherent coupling between input and output site through the intermediate sites. However, in the closed system, strong effective coupling between input and output may lead to rapid (coherent) oscillations of the exciton between the opposite poles of the sphere, and if the excitation is to be absorbed at the output site with a certain drain rate \( I' \), the coherent oscillation frequency needs to roughly match the drain rate, for rapid excitation extraction towards the RC, and therefore must not be too fast either.\(^*\) Nonetheless, since the key issue raised by the above-mentioned experiments is the potential optimization of exciton transport by quantum coherence, such quantum advantage can only stem from transient time scales (as clearly spelled out by experimental data, which show that quantum beats only persist for short times, and not asymptotically). It is for this very reason that we choose the above definition of efficiency for our present discussion, but will come back to this issue further down.

3. Results

Figure 2a shows the variation of the transport efficiency \( P \) for a sample of 500 different random distributions of \( N = 7 \) sites as in the FMO complex [29]. Let us note that the abscissa does not represent a continuous parameter here, but rather the number of the random configuration generated in our statistical sampling, such as to highlight the high sensitivity of \( P \) under variation of the sample’s geometry. Figure 2b shows the associated probability density \( f_P \) of \( P \), sampled over \( 2.5 \times 10^5 \) random configurations of \( N = 7 \) molecular sites. Clearly, the vast majority of configurations is found to be inefficient, giving rise to a rather low mean value \( \overline{P} = \int_0^1 x f_P(x) dx \approx 4.85\% \). However, a small fraction of configurations — one out of \( 2 \times 10^5 \) — exhibits \( P > 90\% \), due to constructive multipath interference upon transmission. The general picture emerging here is strongly reminiscent of conductance fluctuations as a generic feature of quantum transport in disordered media [30], with the peculiarity that we are here dealing with a very finite system composed of not more than ten sites (and an effective Hilbert space dimension \( N \), if only one excitation is transported at a time), i.e. that the quantum transport will be clearly dominated by finite size effects, and, hence, by strong fluctuations. This also implies a caveat with respect to the frequently used argument that (Anderson-like) localization effects will block transport in this kind of molecular networks [15, 16], as a consequence of destructive interference, and that, therefore, noise is required to disrupt this quantum interference, such as to restore transport. While this argument does indeed hold for large samples, which are somewhat close to the thermodynamic limit, it neglects the dominant role of fluctuations in the limit of small samples as we are here dealing with, and as nicely spelled out by Fig. 2a.

\[ \text{Fig. 2. (a) Fluctuation of the transfer efficiency } P \text{ from input to output, for 500 different random configurations of } N = 7 \text{ sites (dots) [28]. Horizontal gray lines indicate the transfer efficiency of the experimentally inferred [19] FMO Hamiltonian, as well as that of the optimal configuration FMO* which is compatible with the experimental error margin. (b) Probability-densities } f_P(\overline{P}) \text{ of the transfer efficiency } P \text{ for } 2.5 \times 10^5 \text{ different configurations. For fully coherent dynamics (black curve) the mean value of } f_P(\overline{P}) \text{ amounts to 4.9\%, and only 4.5 out of million configurations provide efficiencies larger than 90\%. In the presence of local dephasing (gray line) the mean efficiency drops to 3.9\%. (c) Gains (closed dots) and losses (open dots) of the transfer efficiency with dephasing.} \]

\(^*\) To optimize the extraction, nature may obviously tune the effective coupling as well as the drain rate. However, it is not a priori obvious whether extraction of the exciton in one chunk is preferable to its slow leaking out, upon integration over several coherent oscillations.
It is precisely the rare, optimal configurations which provide the enhanced quantum transport as identified in Fig. 2 we are looking for, and it is immediate to ask for their specific properties. Figure 3 compares (a) an optimal configuration which, indeed, generates $\mathcal{P} = 100\%$, after optimization by a genetic algorithm, with (b) a generic configuration with $\mathcal{P} = 4.8\%$. There is no obvious, qualitative difference which allows to distinguish one configuration from the other. It is indeed easy to see that a necessary condition for unit transfer efficiency is the existence of at least one eigenstate of $H$ which has equal overlap with the input state (exciton localized at “in”) and the output state (exciton localized at “out”). However, how such spectral property correlates with the geometry of the molecular network remains an open question, possibly adequately dealt with in the framework of random vector statistics [31].

What is the potential relevance of the above observations for the actual transport problem in the FMO complex?

1. The FMO complex is embedded in a noisy environment, and it therefore needs to be established whether the transport efficiency of the above, “optimal” conformations prevail in the presence of noise. Indeed, Fig. 2e shows that this is the case. It compares the transport efficiencies of the same configurations as in Fig. 2a in the presence of (locally, for each molecular site in contact with its own, private environment) dephasing noise to those in its absence. The underlying dynamics is here modeled by the simplest possible model for open system evolution, incarnated by the master equation (where we set $\hbar = 1$, for convenience)

$$\dot{\rho}(t) = -i[H, \rho(t)] - 4\gamma \sum_{i \neq j = 1} |i\rangle\langle j| \rho(j)\langle j| .$$

(3)

Obviously, noise will disrupt destructive as well as constructive interference effects, and the “optimal” conformations’ performances will therefore suffer, while the blocking conformations’ (those with low efficiencies, in the absence of noise) will gain. However, on the transient time scales which we here focus on (and which are the only relevant time scales, if one is interested in the impact of quantum interference effects on the transport process, provided one does not invoke long-time memory effects in the environment — tantamount of slow background modes), optimal conformations remain optimal, and inefficient ones remain inefficient. Even in the presence of noise, a clear dichotomy in conformation space (of which we are still unable to identify the distinctive features) persists.

2. There are very advanced, state of the art structure calculations [19], which, combined with experimental data, allow to infer some effective Hamiltonian which is often used for dynamical simulations of the FMO quantum dynamics. Such simulations show that this best, effective FMO Hamiltonian yields coherent transport efficiencies of modest 5.7%. However, this is not in conflict with our above, statistical approach, since the error bars that garnish the effective Hamiltonian are compatible with optimized conformations that yield transport efficiencies of up to 43.1% (see the efficiencies FMO vs. FMO* in Fig. 2a, c) [28].

3. There is evidence [14] that the microscopic conformation of different FMO complexes in the same organism has considerable variability, hence there appears to be some unavoidable random element which may speak against a deterministic “engineering” of optimal conformations by nature. On the other hand, this might be too biased an engineer’s point of view. It appears very clear that many if not most biological processes are triggered by stochastic processes (irrespective of classical or quantum) [32, 33], and that most biological functional units are multifunctional (and, therefore, are not optimized for one single purpose — it suffices to be better). The distribution of molecular conformations itself can be considered as a stochastic process, and we speculate that it may suffice that just a small but finite fraction of them exhibits near-to-optimal efficiency. If the constraints defined by the FMO macromolecular environment induce statistics of the transfer efficiencies such that in any sufficiently large sample of FMO’s there is a sufficiently large fraction of efficient ones, the biological purpose is met, and in a very robust manner. It would not be too surprising if the evolutionary advantage would be encoded in the tail of the distribution.

4. In the actual FMO transport problem, the excitation is to be delivered irreversibly to the RC, on output, which can be modeled by locally adding a decay term to the output site. This is implemented by adding a term

$$L_{\text{sink}}(\varrho) = \Gamma \left( |0\rangle\langle 0| \varrho \langle 0| - \frac{1}{2} |\text{out}\rangle\langle \text{out}| \varrho \right),$$

(4)

to the right hand side of Eq. (3), where $|0\rangle$ and $\{,\}$ are the ground state of the molecular network and an anticommutator, respectively. The, thus implied, change of boundary conditions with respect to the closed system considered above also changes the geometry of these conformations which provide optimal transport efficiency, provided the sink coupling $\Gamma$ is not too small [34]. How-
ever, the addition of a sink does not change the fundamental picture. Optimal transport efficiencies are achieved by those networks which define optimal coherent coupling between input and output site, and such coherence-induced optimal transport does always better than noise-induced excitation transfer. This is illustrated in Fig. 4 by a plot of the probability density of the excitation transfer time

$$T = \int_0^\infty t |g(t)| dt$$

(5)

(which is an alternative efficiency quantifier when the time scale for irreversible delivery of the excitation to the RC is to be quantified), as a function of the dephasing rate $\gamma$. Furthermore, since noise disrupts the systems’ specific interference properties, we see that it also blurs the distinction between different conformations, and thus excludes conformational properties as potential criteria for evolutionary selection.

We have shown that optimal excitation transport in the FMO complex may be due to the finite probability of conformations that lend constructive multi-path interference from input to output. Since such large scale excursions of the transfer efficiency for given sample size can be considered as rare events, this problem appears an attractive object for appropriate statistics [39]. In particular, the scaling of the probability of such rare events with the size of the network is one of the important questions ahead, since this might give a hint of what determines the optimal size of FMO like networks in nature.
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4. Conclusions

Fig. 4. Probability density $f_T$ of the average excitation transfer time $T$, Eq. (5), for $N = 7$ molecular sites and sink rate $\Gamma = 10/\tau$, as a function of the dephasing rate $\gamma$. The two dotted, diagonal lines are given by the dephasing time $T_{\text{depth}} = (4\gamma)^{-1}$, and by an approximate Zeno time $T_{\text{Zeno}} \propto \gamma$ (beyond which transport is "frozen", due to the quantum Zeno projection mechanism), respectively. On time scales $T > T_{\text{depth}}$, the purity of the excitonic state on the molecular network has dropped to its minimum value, hence the transport is essentially classical. The white line shows the median $\bar{T}$, the dash-dotted line the minimum transfer time, and the dashed line the transfer time of a configuration that has been optimized for $\gamma = 0$. Clearly, this latter conformation achieves optimal transfer times over a broad range of dephasing rates, shorter than the dephasing time, and in particular shorter than the optimal noise induced transfer times — associated with the highest densities in the plot, above the dephasing time. This observation is fully consistent with our comparison of transfer efficiencies on short time scales, in Fig. 2 above.