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The Method of Jacobi Last Multiplier
for Integrating Nonholonomic Systems
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In this paper, a new integral method of nonholonomic dynamical systems is put forward. The differential
equations of motion of nonholonomic systems in phase space are established. The definition of the Jacobi last
multiplier of the systems is given, and the relation between the Jacobi last multiplier and the first integrals of the
systems is discussed. The researches show that the solution of the systems can be found by the last multiplier if the
quantity of first integrals of the systems is sufficient. An example is given to illustrate the application of the results.
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1. Introduction

The integration problem of dynamical equations is a
very important problem in analytical mechanics. Al-
though the integration theory of holonomic conservative
systems is perfect enough, the integration theory of non-
holonomic systems is not quite perfect, and needs to be
constantly developed [1–13]. This paper presents a new
integration method of nonholonomic systems, i.e., the
method of Jacobi last multiplier. The method of Jacobi
last multiplier is very important in the problems of differ-
ential equations, and some important results have been
obtained [14–18]. However, there are few works involving
in the application of the Jacobi last multiplier to the non-
holonomic systems. In this paper, we further study an
application of the method to the nonholonomic systems,
establish the relation between the integrals of nonholo-
nomic systems and the Jacobi last multiplier, and take
the Appell–Hamel problem as an example to illustrate
the application of the results.

2. Differential equations of motion
of nonholonomic systems

Suppose that the configuration of a mechanical sys-
tem is determined by n generalized coordinates qs (s =
1, . . . , n). The system is subjected to g ideal nonholo-
nomic constraints of Chetaev’s type

fβ(t, q, q̇) = 0 (β = 1, . . . , g) . (1)

The differential equations of motion of the system can be
written in the form [11–13]:
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d
dt

∂L

∂q̇s
− ∂L

∂qs
= Q′′s + λβ

∂fβ

∂q̇s
(s = 1, . . . , n), (2)

where L is the Lagrangian of the system, Q′′s — non-
potential generalized forces, λβ — constraint multipliers.
Assuming that the system is non-singular, we can seek λβ

as the function of t, q, q̇ before integrating the differential
equations of motion [11–13].

Introducing the generalized momenta and the Hamil-
tonian

ps =
∂L

∂q̇s
, H = psq̇s − L , (3)

then Eqs. (2) can be written in the following form:

q̇s =
∂H

∂ps
, ṗs = −∂H

∂qs
+ Q̃′′

s + Λ̃s (s = 1, . . . , n) ,

(4)
where

Q̃′′s = Q̃′′
s (t, q, p) = Q′′s (t, q, q̇(t, q,p)) ,

Λ̃s = Λ̃s(t, q,p) = λβ(t, q, p)
∂fβ

∂q̇s
(t, q, p). (5)

Let

as = qs , an+s = ps (s = 1, . . . , n) . (6)

Then Eqs. (4) can be written in the contravariant alge-
braic form [12]:

ȧµ − Sµν ∂H

∂aν
= 0 (µ, ν = 1, . . . , 2n) , (7)

where

Sµν = ωµν + Tµν , (ωµν) =

(
0n×n In×n

−In×n 0n×n

)
,

(443)
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(Tµν) =

(
0n×n 0n×n

0n×n (−Ωkk)n×n

)
,

Q̃′′s + Λ̃s = −Ωsk
∂H

∂pk
, (Ωsk) =

(
Ω11

0
. . . 0

Ωnn

)
.

(8)
The constraints (1) can be expressed as

Fβ = Fβ(t,a) = 0 (β = 1, . . . , g) . (9)

3. Method of Jacobi last multiplier
of nonholonomic systems

The conception of the last multiplier of a system of dif-
ferential equations was introduced by Jacobi [1] in 1844.
Whittaker gave an application of the last multiplier to
a Hamilton system with two degrees of freedom when
one integral is known in addition to the integral of en-
ergy [1]. Mei and Shang extended the method to a gen-
eralized Hamilton system [18]. Now we further apply the
method of Jacobi last multiplier to the general nonholo-
nomic systems.
Definition. For a nonholonomic dynamical system

under consideration, if there exists some function M =
M(t, a) satisfying the following condition:

d̄M

dt
+ M

∂

∂aµ

(
Sµν ∂H

∂aν

)
= 0 , (10)

where
d̄
dt

=
∂

∂t
+ Sµν ∂H

∂aν

∂

∂aµ
= 0 , (11)

then the function M is called the Jacobi last multiplier
of the system.

Obviously we have

∂

∂aµ

(
ωµν ∂H

∂aν

)
= 0 . (12)

Therefore the condition (10) is equal to the following
equation:

d̄M

dt
+ M

∂

∂aµ

(
Tµν ∂H

∂aν

)
= 0 . (13)

Equation (10) or Eq. (13) is called the determining equa-
tion of Jacobi last multiplier of the nonholonomic system
under consideration.

For the definition above, we have:
Proposition 1. For a nonholonomic dynamical sys-

tem under consideration, if the following condition is sat-
isfied:

∂

∂aµ

(
Tµν ∂H

∂aν

)
= 0 (µ, ν = 1, . . . , 2n), (14)

then M = 1 is the last multiplier of the system, and all
the integrals of the system are its Jacobi last multipliers.
Proposition 2. For a nonholonomic dynamical sys-

tem under consideration, if M = M(t,a) and N =

N(t, a) are two Jacobi last multipliers of the system, then
its quotient M/N is a first integral of the system.

Proof. Since M = M(t,a) and N = N(t,a) are two
Jacobi last multipliers of the nonholonomic system under
consideration, according to the definition, we have

∂M

∂t
+ Sµν ∂H

∂aν

∂M

∂aµ
= −M

∂

∂aµ

(
Sµν ∂H

∂aν

)
,

∂N

∂t
+ Sµν ∂H

∂aν

∂N

∂aµ
= −N

∂

∂aµ

(
Sµν ∂H

∂aν

)
.

Then we obtain

d̄
dt

(
M

N

)
=

∂

∂t

(
M

N

)
+ Sµν ∂H

∂aν

∂

∂aµ

(
M

N

)

=
1
N

(
∂M

∂t
+ Sµν ∂H

∂aν

∂M

∂aµ

)

− M

N2

(
∂N

∂t
+ Sµν ∂H

∂aν

∂N

∂aµ

)

=
1
N

[
−M

∂

∂aµ

(
Sµν ∂H

∂aν

)]

− M

N2

[
−N

∂

∂aµ

(
Sµν ∂H

∂aν

)]

= 0 .

Therefore, the quotient M/N is a first integral of the
system.

Proposition 3. For a nonholonomic dynamical sys-
tem under consideration, if (2n− g − 1) first integrals of
the system are known, i.e.

Iσ(t,a) = Cσ (σ = 1, . . . , ε; ε = 2n− g − 1) , (15)

then the integral of the system is
∫

M∗

∆∗

[
da2n −

(
S2n,ν ∂H

∂aν

)∗
dt

]
= const , (16)

where ∆ denotes the Jacobian

∆ =
∂(F1, F2, . . . , Fg, I1, I2, . . . , Iε)

∂(a1, a2, . . . , a2n−1)
. (17)

Here ( )∗ denotes that aµ (µ = 1, . . . , 2n − 1) are ex-
pressed as functions of a2n and t.

Proof. For the nonholonomic system under consid-
eration, similar to the deduction given by Whittaker in
Ref. [1], we can easily obtain

∂

∂aµ

(
Sµν ∂H

∂aν

)
= ∆

{
∂

∂a2n

[(
S2n,ν ∂H

∂aν

)∗/
∆∗

]

+
∂

∂t

(
1

∆∗

)}
. (18)

Since M is a Jacobi last multiplier of the system, we have
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1
M

d̄M

dt
+

∂

∂aµ

(
Sµν ∂H

∂aν

)
= 0 . (19)

From Eq. (18) and (19), we get

1
∆M

d̄M

dt
+

∂

∂a2n

[(
S2n,ν ∂H

∂aν

)∗
/∆∗

]

+
∂

∂t

(
1

∆∗

)
= 0 (20)

or
∂

∂a2n

[(
S2n,ν ∂H

∂aν

)∗
M∗/∆∗

]
+

∂

∂t

(
M∗

∆∗

)
= 0 , (21)

which shows that the expression

M∗

∆∗

[
da2n −

(
S2n,ν ∂H

∂aν

)∗
dt

]

is the perfect differential of some function of a2n and t,
and this establishes the proposition.

4. Examples

In order to illustrate the above results, we study the
Appell–Hamel problem [11–13]. The Lagrangian of the
problem is

L =
1
2
m

(
q̇2
1 + q̇2

2 + q̇2
3

)−mgq3 (22)

and the equation of nonholonomic constraint is

f = q̇3 − c
(
q̇2
1 + q̇2

2

)1/2
= 0 . (23)

The differential equations of motion (2) give

mq̈1 = −λcq̇1

(
q̇2
1 + q̇2

2

)−1/2
,

mq̈2 = −λcq̇2

(
q̇2
1 + q̇2

2

)−1/2
,

mq̈3 + mg = λ . (24)

From Eqs. (23) and (24), we find

λ =
mg

1 + c2
. (25)

Also, the generalized momenta and the Hamiltonian are
respectively

p1 =
∂L

∂q̇1
= mq̇1 , p2 =

∂L

∂q̇2
= mq̇2 ,

p3 =
∂L

∂q̇3
= mq̇3 , (26)

H = psq̇s − L =
1

2m

(
p2
1 + p2

2 + p2
3

)
+ mgq3 . (27)

Then Eqs. (7) yield

ȧµ − Sµν ∂H

∂aν
= 0 (µ, ν = 1, . . . , 6) , (28)

where

H =
1

2m

[
(a4)2 + (a5)2 + (a6)2

]
+ mga3,

Sµν = ωµν + Tµν ,

(ωµν) =




0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
−1 0 0 0 0 0
0 −1 0 0 0 0
0 0 −1 0 0 0




,

(Tµν) =




0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 −Ω11 0 0
0 0 0 0 −Ω22 0
0 0 0 0 0 −Ω33




,

Ω11 =
m2gc

1 + c2

[(
a4

)2
+

(
a5

)2
]−1/2

,

Ω22 =
m2gc

1 + c2

[(
a4

)2
+

(
a5

)2
]−1/2

,

Ω33 = − m2g

1 + c2

(
a6

)−1
. (29)

The equation of constraint (23) can be written as

F = a6 − c
[(

a4
)2

+
(
a5

)2
]1/2

= 0 . (30)

The determining equation of the Jacobi last multiplier
gives

d̄M

dt
−M

mgc

1 + c2

[(
a4

)2
+

(
a5

)2
]−1/2

= 0 . (31)

Equation (31) has a solution

M = c
[(

a4
)2

+
(
a5

)2
]−1/2

. (32)

In this problem, the system has the following inte-
grals [12]:

I1 =
1

2m

[(
a4

)2
+

(
a5

)2
+

(
a6

)2
]

+ mga3 = C1 , (33)

I2 =
1
m

a5a6 + mga2 = C2 , (34)

I3 =
1
m

a4a6 + mga1 = C3 , (35)

I4 =
a4

a5
= C4 . (36)

From Eq. (30) and the first integrals (33)–(36), we have

a1 =
1

mg

[
C3 − C4

mc(1 + C2
4 )

(a6)2
]
,

a2 =
1

mg

[
C2 − 1

mc(1 + C2
4 )

(a6)2
]
,
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a3 =
1

mg

[
C1 − 1 + c2

2mc2

(
a6

)2
]
, a4 =

C4

c(1 + C2
4 )

a6,

a5 =
1

c(1 + C2
4 )

a6. (37)

Making some deriving work, we obtain

∆ =
∂(F, I1, I2, I3, I4)
∂(a1, a2, a3, a4, a5)

= cm3g3
[(

a4
)2

+
(
a5

)2
]1/2(

a5
)−2

, (38)

∆∗ = c2m3g3
(
1 + C2

4

)2(
a6

)−1
. (39)

Expression (16) gives the following integral:
∫

c2
(
a6

)−1

c2m3g3(1 + C2
4 )2(a6)−1

(
da6 +

mgc2

1 + c2
dt

)
= C5 .

(40)
After integrating, we obtain

a6 = − mgc2

1 + c2
t + C5m

3g3
(
1 + C2

4

)2
. (41)

Formulae (37) and (41) give the solution of the Appell–
Hamel problem, and it contains five arbitrary constants.

5. Conclusions

This paper presents a new method, i.e., the method
of the Jacobi last multiplier, to integrate the dynami-
cal equations of nonholonomic systems. In principle, the
method of the Jacobi last multiplier is applicable for solv-
ing the integration problem of the equations of motion of
general nonholonomic systems, and it has no restrictions
such as those in the Hamilton–Jacobi method. The main
difficulty of this method lies in: one is that a sufficient
number of independent first integrals must be known in
advance; the other is to seek the solution of the deter-
mining Eq. (13). However, as long as 2n − g − 1 first
integrals are known and the Jacobi last multiplier of the
system might be found, one can obtain the solution of
the nonholonomic system.
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