Recurrence Quantification Analysis of Lorenz Model Periodically Modulated at the Onset of Chaos
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Plots and quantitative measures obtained from recurrence quantification analysis — recurrence rate, determinism, entropy, and trapping time, were used for the sensitive detection of transitions from laminar (regular) to turbulent (chaotic) phases in the Lorenz model periodically modulated at the onset of chaos.
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1. Introduction

Recurrence, i.e. ability of dynamical system to return to the vicinity of the initial point in phase space is considered to be one of the most basic attributes of a deterministic process since its introduction by Poincaré [1]. More than 20 years ago the method of recurrence plots (RPs) was proposed by Eckmann, Kamphorst, and Ruelle [2]. RPs are constructed on the basis of mutual distances between points belonging to the same trajectory. More precisely, RP for a time series of $N$ points $x_i$ ($i$ is time index) is matrix $N \times N$ filled with white and dark points, where a dark point, called recurrence point is put at the position of coordinates $(i, j)$ provided that their distances $\|x_i - x_j\|$ is smaller than some threshold value $\varepsilon$. Despite the simplicity, the success of RPs relies on the fact that their structures are visually appealing and already have been widely applied in diverse areas [3–6].

2. Principle of recurrence plot method

In Figs. 1 and 2 RPs calculated using CRP Toolbox for Matlab [7] corresponding to deterministic as well as random signals are shown. We have used signal of the type $x = (1 - a)s + a\xi$, where $s$ is the periodic sawtooth signal and $\xi$ is the Gaussian white noise. Purely random time series exhibit structureless RPs, whereas recurrent patterns, especially lines, or zebra skin like formations parallel to the main diagonal of the plots, correspond to deterministic dynamics in the time series. In order to obtain quantitative measures recurrence quantification analysis (RQA) was developed [8]. In this study only four of them are used. The first measure of RQA is recurrence rate (RR) which measures density of recurrence points in RP

$$RR = \frac{1}{N^2} \sum_{i,j=1}^{N} R_{i,j}(\varepsilon),$$

where $R_{i,j}(\varepsilon) = \Theta(\varepsilon - \|x_i - x_j\|)$, with $\Theta(\cdot)$ the Heaviside function and $\| \cdot \|$ — a selected norm.

Chaotic processes are characterized with none or short diagonals, deterministic processes, on the other hand, cause longer diagonals. The ratio of recurrence points
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that form diagonal structures (of at least length $l_{\text{min}}$) to all recurrence points represents a measure known as determinism

$$\text{DET} = \frac{\sum_{l=l_{\text{min}}}^N l P(l)}{\sum_{l=1}^N l P(l)}, \quad \text{(2)}$$

where $P(l)$ is the number of diagonal lines of lengths $l$.

Third measure — entropy corresponds to the Shannon entropy of probability $p(l) = P(l)/N_l$ to find a diagonal line of length $l$ in RP

$$\text{ENTR} = - \sum_{l=l_{\text{min}}}^N p(l) \ln p(l). \quad \text{(3)}$$

The last measure which would be used in this paper is trapping time which corresponds to the average length of vertical lines

$$\text{TT} = \frac{\sum_{v=1}^N v P(v)}{\sum_{v=1}^N P(v)}. \quad \text{(4)}$$

3. Results and discussion

The Lorenz model, which is subject of this study [9] is described by the equations

$$\frac{dy}{dt} = -xz + Rx - y, \quad \frac{dz}{dt} = xy - \frac{8}{3} z, \quad \text{(5)}$$

where coordinate $x$ measures the rate of convective (vertical) turnover, $y$ — the horizontal temperature variation, and $z$ — the vertical temperature variation. The parameter $R$ is proportional to the Rayleigh number, and we will follow the study of Crisanti et al. [10] where this parameter has a periodic time variation

$$R = R_0 - A \cos \left( \frac{2\pi t}{T} \right) . \quad \text{(6)}$$

Periodic variations mimic the seasonal changing of the solar heat input. We have used $R_0 = 25.5$ close to the threshold $R_{Cr} = 24.74$ and $A = 4$, for the transition from stable fixed points to a chaotic attractor. When the control parameter changes periodically in time, below and above the threshold for the onset of chaos, stochastic resonance effect appears, producing alternations of chaotic and regular phases [10]. Because the Lyapunov exponent for this system is positive, the existence of regular — predictable phases is rather controversial. As has been shown by Aurell et al. [11], single global Lyapunov exponent is not able to characterize the above behavior, since it refers to a very long time property of the system, and therefore introduced local average of the exponential rate of divergence for initially close trajectories, as a more suitable parameter.

Our aim in this study is to analyze periodically modulated Lorenz model using windowed RQA. From initial time series $(x_1, x_2, \ldots, x_n)$, when $x_i = t_{\tau_s}$, $\tau_s$ — sampling time, we form an $N$-point long series

$$E_1 = (x_1, x_2, \ldots, x_N) \quad E_2 = (x_{1+w}, x_{2+w}, \ldots, x_{N+w}) \quad E_p = (x_{1+(P-1)w}, x_{2+(P-1)w}, \ldots, x_{N+(P-1)w}), \quad \text{(7)}$$

where $w$ is the offset, and the number of epochs (windows) satisfied the relation $N + (P - 1)w \leq n$.

Figure 3 shows the results obtained for shorter time period $T = 100$ (left column) when the probability of switching between regular and chaotic intervals is very small and longer period $T = 1000$, where this switching occurs with probability close to 1 (stochastic resonance). The dynamical behavior of system is easy to understand from the visual inspection of RPs, and this is in accord with quantitative RQA parameters. It can be seen that the most significant changes are observed for trapping time $\text{TT}$, which was introduced into RQA only recently [12].

4. Conclusion

From the example of periodically modulated Lorenz model it is clearly evident that RQA parameters are
Fig. 3. Recurrence plots and results of windowed recurrence quantification analysis (embedding dimension = 1; delay = 1; neighborhood = 0.5; time window size = (1/10)(t/T) and window shift = 1) corresponding to z-coordinate of the Lorenz model modulated with a periodic signal with period T = 100 (left) and period T = 1000 (right).

able to detect efficiently and more straightforwardly than rather complicated local Lyapunov exponent [10] the crossover between the deterministic and chaotic dynamics by analysis of only one measured observable, e.g. the instantaneous temperature in meteorology or currency exchange rate in finance.
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