
Vol. 119 (2011) ACTA PHYSICA POLONICA A No. 6

Gaussian Fluctuations of Two Molecular Fields
in the Blume–Emery–Griffiths Model
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The Blume–Emery–Griffiths model for spins S = 1 in a bilayer with z = 5 nearest neighbours is studied with
the use of Gaussian fluctuations approximation. The fluctuations of two molecular fields, connected with two
order parameters, are introduced. Their influence on phase diagrams for non-negative values of the biquadratic
coupling constant is taken under consideration. The results are compared with those obtained by the mean-field
approximation and discussed.
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1. Introduction

The Blume–Emery–Griffiths (BEG) model introduced
for describing the thermodynamics of 3He–4He mixtures
[1] has been studied for more than thirty years by now.
However, the simply looking spin-1 Ising Hamiltonian
has attracted physicists dealing not only with helium
mixtures or magnets but a vast variety of systems like
fluid and liquid crystal mixtures or semiconductor al-
loys. Furthermore, the rich phase diagrams exhibited
by the BEG model has been the field for testing many
calculation (mean field approximation [1, 2], renormal-
ization group theory [3–5]) and simulation (Monte Carlo
methods [6–9]) techniques. Some lattice types, like the
honeycomb [10] or the Bethe lattice [11] allowed to obtain
exact solutions.

More information on the BEG model itself as well as
on transforming it into the extended Hubbard model may
be found in some recent works by Mancini et al. [12, 13].
Many interesting results were also given by the clus-
ter variational method in pair approximation (CVMPA)
[14, 15]. For example, the case of a bilayer with z = 5
nearest neighbours was studied in the whole range of pa-
rameters [16].

In this paper however we consider only ferromagnetic
bilinear (J > 0) and biquadratic (A > 0) interactions and
no magnetic field (h = 0). We show that fluctuations of
two molecular fields derived within the Gaussian fluctua-
tions approximation (GFA) make the phase diagrams of
the BEG model differ significantly from those obtained
in the mean-field approximation (MFA).

The methodology of the Gaussian fluctuations approx-
imation is presented in Sect. 2 and in Sect. 3 the results
are presented and discussed.

2. Calculations

The BEG model is described by the spin-1 (σi =
−1,0,1) Ising Hamiltonian including the bilinear (J) and
biquadratic (A) nearest-neighbour (z = 5) interactions, as
well as the magnetic field (h) and single-ion anisotropy
(D) terms, which may be written in the form

H = −J ∑
⟨i,j⟩

σi σj − h∑
i

σi −A ∑
⟨i,j⟩

σ2
i σ2

j

−D∑
i

σ2
i . (1)

Two order parameters being the mean values of the
magnetic and quadrupole moment, m = ⟨σi⟩ and q = ⟨σ2

i ⟩,
respectively, are derived by expanding the right hand side
of

⟨σs
i ⟩ =

Tr(σs
i exp ( − β(H0 +H1)))

Tr( exp ( − β(H0 +H1)))
, (2)

into a series with respect to the perturbation H1 =
H(σs

i → δσs
i ), where s ∈ {1,2} and δσs

i = σs
i − ⟨σs

i ⟩ is the
fluctuation operator. The mean-field type Hamiltonian
H0 = H−H1 provides us with two molecular fields y and ζ
which will be named the molecular and the quadrupolar
field, respectively, for the purpose of that paper. They
may be given by

y = β(h + J z m) , ζ = β(D +Az q) , (3)
where β = 1/T (with kB = 1).

By choosing certain partial sums in the infinite series
in (2) for m and q we can use the graphical representa-
tion presented in [17]:

m = ⟨σi⟩ = ● ∣ ●↮ ● ∣ ◾⇎ ◾ , (4)

q = ⟨σ2
i ⟩ = ◾ ∣ ●↮ ● ∣ ◾⇎ ◾ . (5)

This representation is based on the fact that partial

(846)
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derivatives of the function
L(y, ζ) = ln (2 exp ζ cosh y + 1) , (6)

may be pictured in the following way:

Ln
ν (y, ζ) ≡ ∂n

∂yn

∂ν

∂ζν
L(y, ζ) ≡ n × ● ∣ν × ◾ . (7)

With symbols representing magnetic (●) and quadrupole
(◾) moments, the negated arrows (↮ and ⇎) in (4)
and (5) stand for the renormalized interaction lines, for
the bilinear (J) and the biquadratic (A) interaction, re-
spectively. The self-consistent equations for those inter-
action lines, similar to the one proposed in [17], may be
rewritten using the Fourier transforms Jk and Ak and
their representation given below
↔ ≡ β Jk = β ∑

j

J(ij) exp ( ik ⋅ (rj − ri)) , (8)

⇔ ≡ β Ak = β ∑
j

A(ij) exp [ ik ⋅ (rj − ri)] . (9)

We then are able to sum up the series

●↮ ● = ●↔ ● + ●↔ ● ∣ ●↔ ●

+ ●↔ ● ∣ ●↮ ● ∣ ●↔ ●

+ ●↔ ● ∣ ●↮ ● ∣ ●↮ ● ∣ ●↔ ● + . . . , (10)
for the bilinear and the analogous one for the biquadratic
interaction (◾⇎ ◾), to obtain the two renormalized inter-
action lines in the form
↮ =∑

k

(β Jk)2 ● ● ∣ ●↮ ● ∣ ◾⇎ ◾ ≡ (δy)2 , (11)

⇎ =∑
k

(β Ak)2 ● ● ∣ ●↮ ● ∣ ◾⇎ ◾ ≡ (δζ)2 , (12)

which may now be interpreted as the mean fluctuations
of the molecular (δy) and the quadrupolar (δζ) field, re-
spectively.

Analytic expressions for δy and δζ as well as for m
and q form a set of self-consistent equations, which is
characteristic for the GFA method

m = L1
0(y, ζ) , (13)

q = L0
1(y, ζ) , (14)

(δy)2 = ∑
k

(β Jk)2
L2

0(y, ζ) , (15)

(δζ)2 = ∑
k

(β Ak)2
L0

2(y, ζ) , (16)

where . . . denotes an average over Gaussian distribu-
tions of the fields y and ζ. The averaging is made in the
way introduced in [17] and used in [18, 19]:

Ln
ν (y, ζ) = 1

2π
∫

∞

−∞
dx∫

∞

−∞
dξ exp

⎛
⎝ −

x2 + ξ2

2
⎞
⎠

×Ln
ν (y + xδy, ζ + ξδζ) . (17)

However, for the purpose of this paper the averaging
over the molecular field Ln

ν (y, ζ) and the quadrupolar

field Ln
ν (y, ζ) are used separately for comparison. For

the δζ = 0 case we have

m = ● ∣ ●↮ ● = L1
0(y, ζ) , (18)

q = ◾ ∣ ●↮ ● = L0
1(y, ζ) , (19)

(δy)2 =∑
k

(β Jk)2 ● ● ∣ ●↮ ●

= ∑
k

(β Jk)2
L2

0(y, ζ) , (20)

where

Ln
ν (y, ζ) = 1√

2π
∫

∞

−∞
dx exp

⎛
⎝ −

x2

2
⎞
⎠

×Ln
ν (y + xδy, ζ) , (21)

and for the δy = 0 case

m = ● ∣ ◾⇎ ◾ = L1
0(y, ζ) , (22)

q = ◾ ∣ ◾⇎ ◾ = L0
1(y, ζ) , (23)

(δζ)2 =∑
k

(β Ak)2 ◾ ◾ ∣ ◾⇎ ◾

= ∑
k

(β Ak)2
L0

2(y, ζ) , (24)

where

Ln
ν (y, ζ) = 1√

2π
∫

∞

−∞
dξ exp

⎛
⎝ −

ξ2

2
⎞
⎠

×Ln
ν (y, ζ + ξδζ) . (25)

In each of the three cases given by (13)–(16), (18)–(20)
and (22)–(24) an expression for the free energy (f) may
be found from the conditions below

lim
δy,δζ→0

f = fMFA , (26)

where fMFA is the free energy obtained within the MFA
method and

∂f

∂m
= 0 ,

∂f

∂q
= 0 ,

∂f

∂δy
= 0 ,

∂f

∂δζ
= 0 . (27)

Using the necessary conditions allows us to write the free
energy in the following form for the δy ≠ 0 ≠ δζ case:

f = z

2
(J m2 +Aq2) − 1

2β
L0

0(y, ζ) + 1
16J2β3

(δy)4

+ 1
16A2β3

(δζ)4 , (28)

the δζ = 0 case

f = z

2
(J m2 +Aq2) − 1

2β
L0

0(y, ζ) + 1
16J2β3

(δy)4 ,

(29)
and the δy = 0 case

f = z

2
(J m2 +Aq2) − 1

2β
L0

0(y, ζ) + 1
16A2β3

(δζ)4 .

(30)

Employing each set of formulae given by (13)–(16)
and (28), (18)–(20) and (29) or (22)–(24) and (30), en-
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ables us to give a full description of the critical behaviour
of the BEG model within the Gaussian fluctuations ap-
proximation, with molecular, quadrupolar and both fields
fluctuations included.

3. Results

The phase diagrams for the BEG model in the spec-
ified range of parameters (J > 0, A ≠ 0 and h = 0) (for
one sublattice system) show transition lines between the

Fig. 1. Phase diagrams of the BEG model on the
D–T plane for J = 1, h = 0 and different values of
A = 0,1,2,3,4,5. The lines of second-order transitions
are continuous and those of the first kind — discontinu-
ous; the colours represent different levels of approxima-
tion used, the marks — different types of critical points
and the capital letters — different phases: MFA —
δy = 0 = δζ, GFA — δy ≠ 0 = δζ, GFA — δy = 0 ≠ δζ,
GFA — δy ≠ 0 ≠ δζ; ● — CP, ◾ — CEP, ▼ — TCP,▲ — TP; F — ferromagnetic phase (m ≠ 0 ≠ q), P —
paramagnetic phase (m = 0), subscripts I and II denote
different values of the quadrupole moment (q). The in-
sets show parts of the diagrams in a larger scale.

ferromagnetic phase, characterized by m > 0 and q > 0,
and paramagnetic phase, characterized by m = 0, and
between paramagnetic phases with different values of the
quadrupole moment q. The lines describing transitions
of the first kind (discontinuous) and of the second kind
(continuous), as well as the characteristic critical points
(CP), critical endpoints (CEP), tricritical points (TCP)
and triple points (TP), are obtained within the MFA and
three different levels of the GFA. The resulting phase di-
agrams are presented in Fig. 1.

The phase diagrams for A = 0,3,5 have already been
presented in many papers [1–4, 16]. The case with no

biquadratic interaction (A = 0), corresponding to the so-
-called Blume–Capel model [20], shows no influence of the
quadrupolar field fluctuations on transition lines. How-
ever, there is a serious effect of the fluctuations of the
molecular field, which may be generalised by lowering the
temperatures of the continuous ferro–para (F–P) transi-
tions and the tricritical point. The line of the discontin-
uous transition on the other hand is almost not affected
by any fluctuations, which is due to being in the low
temperature region.

The F–P transition lines in the diagrams for A = 1,2
are slightly affected by the fluctuations of the molecu-
lar and quadrupolar fields, where the biggest influence is
observed for the case with both fluctuations included.

Fig. 2. Plots of the quadrupole moment q (a), the
molecular field fluctuations δy (b) and the quadrupo-
lar field fluctuations δζ (c) along the phase transition
lines for A = 3. The second-order transition lines are
continuous. Arrows in (b) and (c) point to regions of
the first-order phase transition (discontinuous) lines cor-
responding to the values obtained in one of the phases
F, P, PI or PII between certain critical points (see Fig. 1
for the symbols and colours). The insets show parts of
the plots in a larger scale.

The diagram for A = 3 exhibits more interesting be-
haviour including the appearance of two more critical
points — CP and TP. The addition of molecular field fluc-
tuations leads to the appearance of temperature-induced
magnetism (TIM). The TIM is a well known phenomenon
which was already found in the BEG model within the
MFA solution but for larger values of the biquadratic cou-
pling A. On the other hand, the quadrupolar field fluc-
tuations affect the MFA diagram by erasing the PI–PII

transition line and making it more similar to the dia-
grams obtained for A = 1,2. Including the fluctuations
of both fields leads to their competition. The behaviour
of the quadrupole moment q and the fluctuations δy and
δζ, plotted along the transition lines (in the way similar
to Fig. 2 in [2]), is shown in Fig. 2a–c.

The regions of high temperature ferromagnetism are
present in all the approximation levels for the A = 4 dia-
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gram. The CP and TP point however are present only in
the δy = 0 and δζ ≠ 0 case. For the other cases the CEP
appears. Temperature dependences of the order param-
eters, the fluctuations as well as some thermodynamic
functions for D = −6 are shown in Fig. 3a–h.

Fig. 3. Plots of the magnetization m (a) and the
quadrupole moment q (b), the molecular δy (c) and
quadrupolar δζ (d) field fluctuations, the magnetic sus-
ceptibility χ (e) and (f), the specific heat C (g) and
entropy S (h) for A = 4 and D = −6.

The critical endpoint appears in all the phase diagrams
for the A = 5 case. It is again noticeable that the molecu-
lar field fluctuations are responsible for lowering the tem-
peratures of the second-order F–PII transition, while the
quadrupolar field fluctuations — the temperature of the
critical point.

4. Conclusions

According to the results we obtained and presented in
this paper, the following conclusions can be made.

1. The GFA method allows to include fluctuations in
a rather simple way, even for more complicated
models. It overcomes the basic disadvantages of
the MFA method especially for the higher temper-
atures, making the resulting phase diagrams com-
parable with the CVMPA method.

2. The fluctuations calculated by summing up partial
series and found to be Gaussian are responsible
for a significant decrease in ferro–para transition
temperatures when compared to the MFA results.
They were also found to play a considerable role
in the phenomenon of temperature-induced mag-
netism. Moreover their behaviour in the vicinity
of critical lines (and points) may give some new in-
sights into the investigation of the BEG and similar
models.

3. The Gaussian fluctuations behave reasonably in
zero and critical temperatures, taking zero and
maximum values, respectively.

4. Including both the molecular and the quadrupo-
lar field fluctuations leads to significant changes in
the behaviour of the BEG model. Including just
one field fluctuations reveals their roles played in
certain parts of the phase diagram. Moreover these
roles should be more relevant when considering low-
-dimensional systems.

5. Generalizations of the GFA method can be found to
supply information on fluctuation and correlation
mechanisms for quantum models (e.g. [21]).
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