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The research includes comparative analysis of the effect of the recording of weight vectors and input data of
selected neural classifiers with fixed-point numbers. Research has been conducted due to insufficient literature
on the influence of such a recording on the correct classification of vibroacoustic signals by neural networks.
This current issue was brought up in authors’ earlier researches, concerning realization of neural classifiers on
programmable logical devices field programmable gate array, with the application of fixed-point processor. During
the analysis, three types of neural classifiers were compared in the tests: classifier based on neural network —
length vector quantization, classifier using radial neural networks — radial basis functions, and third — counter
propagation neural network. The problem stated was to recognize technical state of gear transmission DMA-1 in
variable operating conditions. Vectors, based on estimates derived from processed vibroacoustic signals were used
as teaching material.

PACS: 45.80.+r, 46.40.−f

1. Introduction

Artificial neural networks are widely applied as clas-
sifiers in a diagnosis process. They enable the approxi-
mation of transforming multidimensional space of symp-
toms into classes of technical state of the examined object
[1, 2]. Local or global transformation of multidimensional
space into solution space proves to be extremely difficult
by means of mathematical formulae [3]. Artificial neu-
ral networks also have auto-association feature, i.e. they
enable associating an image with pre-remembered pat-
tern [4]. It is required to specify the symtoms indicating
inoperability states [1] for neural classifiers to enable the
identification of the state of an object. In this research es-
timates were built based on frequency analysis of residual
processes in operating machinery. The analysis of vibroa-
coustic signals can be effectively assisted by hardware-
-software solutions [5, 6]. Programmable diagnostic de-
vice — PUD (in Polish: programowalne urządzenie diag-
nostyczne) combines the advantages of hardware signal
processing with computing carried out by software. Neu-
ral classifier works on fixed-point processor configured on
progem logic of field programmable gate array (FPGA).

2. Research problem

Neural classifier was built for the purpose of recog-
nizing the technical state of gear transmission DMG-1.
Gears are widely applied in power transmission systems.
They can often be weak points in kinematic chain of a
machine. Gear transmission diagnosis is especially pur-
poseful owing to easy failure identification [7–10]. Re-
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search was executed on demonstrative DMG-1 gear trans-
mission, which allowed to introduce changes in align-
ment, loading and rotation speed.

Signals for two classes of technical state were used in
the tests, indicating alignment state and misalignment.
Experiments were carried out for two rotation speeds:
900 rpm and 1200 rpm as well as for two states of loading:
no loading and 2 MPa loading. The vector of technical
state is shown in Table I; it has been created based on
symptoms associated with rotation frequency and its am-
plitude harmonic, as well as the ratio of second harmonic
over amplitude of rotation frequency.

TABLE I
Vector of technical state of demonstrative DMG–1 gear
transmission.

Estimate Technical state vector
I amplitude of rotation frequency
II amplitude of second harmonic of rotation

frequency
III ratio of second-harmonic amplitude to am-

plitude of rotation frequency

3. Architecture and principle of neural
classifiers tested

3.1. Counter propagation neural network

Counter propagation (CP) neural network is a com-
pilation of the Kohonen and Grossenberg architecture
(Fig. 1). Simple principle of operation of the network
facilitates the learning process. Moreover, possibilities
of preliminary adaptative classification into stimuli and
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Fig. 1. Architecture of CP artificial neural network.

additional learning abilities prove that this type of neu-
ral networks can be applied in a great variety of de-
vices [12, 13].

Learning of CP neural network is a two-stage process:
in the first, the Kohonen layer is self-organized (Eq. (2)),
and in the second, the Grossenberg layer is learned fol-
lowing the Widrow–Hoff learning rule (Eq. (4)):
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where w — weight vector, x — input vector, y — output
vector, d — learning vector, z — output-layer weight vec-
tor, k — time period, m — number of winning neuron,
n — number of neurons.

Counter propagation neural networks can generalize
and associate information delivered to them. They do
not require extensive computations, which makes them
suitable for common applications [4, 14].

3.2. Length vector quantization neural network

In this research a model of length vector quantization
(LVQ) neural network was used. This model of neural
network was introduced by Kohonen [13]. The LVQ ar-
tificial neural network is composed of three layers. First
layer is the input layer. The second one is the Kohonen-
-type self-organizing layer — it classifies the input vec-
tors into categories detected during the grouping process
of the teaching set.

During the learning process, as a result of competi-
tion, the Kohonen layer is being self-organized according
to Kohonen’s principle (Eq. (1)). This process involves
adjustment of weights of the vector that is closest to the
teaching vector. In LVQ network the neurons of the Ko-
honen layer are ascribed to individual classes, so that the
equal number of neurons are ascribed to a specific class
(Fig. 2). The purpose of the exit layer is assigning the
input vector to one of several classes [3, 4]:

Fig. 2. Architecture of LVQ artificial neural network.
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where w — weight vector, x — input vector, y — output
vector, k — time period, m — winning neuron number,
n — number of neurons.

The vector quantization network is an example of
strain network, which means that the individual neurons
in a self-organizing layer are assigned to individual classes
by a designer.

3.3. Radial neural networks

Radial basis function (RBF) neural networks consist of
three layers. Input layer does not affect signal that is fed
into the network. Hidden layer is composed of neurons
which carry out function that is changing radially around
the defined center, for the network discussed it would be
Gaussian function.

Third layer of neural classifier is linear, enabling trans-
forming of the whole multidimensional space, through
superposition of signals from the hidden layer and suit-
able weight scaling. Figure 3 shows architecture of RBF
neural network.

Fig. 3. Architecture of RBF artificial neural network.
xn — input signal, yn — output signal, GH — neurons
of radial base functions, wkH — weights of output layer.

Neural classifier based on RBF neural network has
been taught in two stages. In the first stage the arrange-
ment of radial-function centres were selected, using K-
-means algorithm (Eq. (10)). In the second stage values
of weights of output layer were specified by means of the
Widrow–Hoff principle (Eq. (4)):
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where x — input variable, c — radial function centre, σ2

— parameter of function width, xd — learning vectors,
H — number of centres, D — number of learning vectors
located near d-center.

Neural classifier based on radial neural networks does
not work as classifier with neural networks with sigmoid
activation function, local approximation of multidimen-
sional space transformation into the space of fewer di-
mensions [2].

4. Comparing of neural classifiers

In the research selected neural classifiers were com-
pared by means of fixed-point Micro Blaze processor [16].
Architecture of CP and LVQ neural network is as follows:
first layer is composed of three neurons, hidden layer —
of twenty-four neurons and output layer composed of just
two neurons. Such an architecture choice was forced by
input-vector length, amount of teaching data, as well as
the number of classes to recognize. Radial neural network
differs from beforementioned networks in terms of num-
ber of neurons in hidden layer, for which eight neurons
are assigned due to the need to split data into clusters.
Architecture of the classifiers is shown in Table II.

TABLE II
Number of neurons in layers of neural networks.

Number of neurons CP LVQ Radial net
layer 1 3 3 3
layer 2 24 24 8
layer 3 2 2 2

Analysis involved verification of network classification
correctness for teaching and testing data, where input
vectors and weights of individual layers are recorded on
a specific number of bites in fixed-point notation. Pa-
rameter to be tested was the correctness of classification,
considered as ratio of the number of correctly classified
cases to general number of cases.

Figures 4 and 5 illustrate research results for designed
classifiers with vectors being recorded on specified num-
ber of bits. For learning data, the best results were
achieved by LVQ neural network, CP is ranked second,
and radial neural network is least suitable. The classifiers
required seven, nine and eleven bits for vector recording,
respectively, for the classification correctness be stabi-
lized. Classification correctness for all networks equals
100%. The same ranking persists for testing data anal-
ysis. The only difference is that classifiers required six,
nine and ten bits for vector recording. Classification cor-
rectness for LVQ and CP networks oscillated around 90%,
whereas it was 80% for radial network.

Fig. 4. Neural network operating correctness in rela-
tion to the number of bits assigned for fixed-point vector
recording. Analysis done for teaching data.

Fig. 5. Neural network operating correctness in rela-
tion to the number of bits assigned for fixed-point vector
recording. Analysis done for testing data.

5. Summary

The research conducted enables to select the best ar-
chitecture of specialist neural classifier in implementation
for FPGA programmable devices. In executed analysis
the best results were obtained by classifier based on LVQ
artificial neural network, next was the classifier based
on CP neural network, and then came, with lesser re-
sults, the classifier based on radial network. Eleven-bit
recording format for input vectors and weight vectors was
sufficient for correct operation of all classifiers under con-
sideration.
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