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The idea of thermal tomography is slicing a work piece for some in-depth layers which exhibit the distribution
of thermal properties in materials by the analogy with X-ray tomography. Thermal tomography is based on the
analysis of the surface temperature evolution which follows thermal stimulation of test samples. In this paper,
some experimental results of applying the dynamic thermal tomography algorithm to a carbon fibre reinforced
plastic sample are presented. The efficiency of few data processing methods is discussed.
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1. Introduction

In nondestructive testing of composite materials, not
only defect detection but also both defect identification
and characterization are of interest. The defect identi-
fication typically results in classifying defects by some
groups, such as delaminations, inclusions, cracks, etc.,
while defect characterization often means determining
defect size and depth. In this aspect, any tomographic
procedure can be considered as a type of a defect char-
acterization which allows the identification of a detected
defect within a particular sample layer. “Slicing” a mate-
rial by layers is particularly important in the inspection of
multi-layered composite materials where the knowledge
of defect depths (layers) is important.

The very term “tomography”, or “computer tomogra-
phy” (CT), came from the medical diagnostics where it
concerned the examination of body organs by scanning
them with X rays and further using a computer data
treatment for reconstructing a series of cross-sectional
scans along particular coordinate axes. In reconstruction
algorithms, perturbation methods are usually applied,
thus leading to modification of accepted model param-
eters.

In publications issued in two last decades, the combina-
tion of the terms “infrared”, “thermographic”, “thermal”
and “tomography” specifies a number of different tech-
niques intended for reconstructing the internal structure
of opaque solid objects by the analogy with the computed
X-ray tomography.

The emission IR thermographic tomography of semi-
-transparent gases and plasma, as well as the IR tomo-
graphy of charge carriers in semiconductors, are the tech-
niques which are most close to the classical computed to-
mography, i.e. they realize a principle of rectilinear prop-
agation of information carriers, such as electromagnetic
radiation and/or charged particles [1, 2]. A concept of
thermal tomography in the application to medical objects
was proposed by Nowakowski [3].

The temperature inside biological tissues can be also
measured directly by using microwave radiometry, firstly

proposed by Barrett et al. in the detection of breast can-
cer [4].

A special technique intended for determining in-depth
temperatures is the passive acoustic thermotomography
proposed by Guliayev et al. and studied by Pasechnik
et al. [5].

Primarily, the term “thermal tomography” appeared in
the 1980s in the thermal wave studies. The contemporary
methodology and instrumentation in this area is traced
to the work of Rosenzwaig and Gersho [6]. The idea of
dynamic thermal tomography (DTT) was suggested by
Vavilov and Shiryaev in 1986 (Tomsk Polytechnic Univer-
sity, Russia) on the wave of an explosive interest to the
tomographic presentation of sample structure by passing
radiation and/or particles through materials [7, 8].

Thermal tomography means “slicing” a sample into
different in-depth layers where the distribution of ther-
mal properties can be visualized, by analogy with X-ray
tomography. Thermal tomography is accomplished by
analyzing the surface temperature evolution of a compo-
nent to be inspected following an initial thermal stimula-
tion. Such stimulation can be achieved by applying pulse
heating with duration ranging from a few milliseconds for
high-conductivity materials (metals) to a few seconds for
low-conductivity materials (composites). It is important
that thermal stimulation is nondestructive, which means
that it does not damage a test material due to overheat-
ing. Dynamic temperature signals which appear on the
surface of test samples are recorded with an infrared cam-
era. Technically, any thermal tomography procedure is a
part of the corresponding standard procedure of thermal
nondestructive testing. In fact, a key point in perform-
ing thermal tomography is a data processing algorithm
which is supposed to convert the so-called heat transit
times into material layer coordinates. Such an algorithm
is to be applied to a captured image sequence where de-
fect indications evolve in time. The important feature of
DTT is the necessity of choosing a “non-defect” reference
point, in regard of which heat transit times are analyzed.
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Thermal tomography allows:

• slicing a test sample into different in-depth layers,

• decreasing the influence of clutter (surface noise)
on thermogram quality,

• enhancing the reliability of defect detection,

• evaluating defect depth with a reasonable accuracy.

2. DTT approaches

In this study, two approaches to thermal tomography
have been explored. The first approach is “classical”,
and it takes into consideration a reference point. The
second approach can be called “no-reference tomogra-
phy” because it does not require introducing any specific
reference point. This can be done in two different ways.
First, the temperature behavior in non-defect points can
be modeled by using the solutions which are well known
from the heat conduction theory. Second, the polynomial
fitting of different orders can be applied to the evolution
of each pixel function assuming that non-defect evolu-
tions are “smooth” while defect evolutions reveal some
perturbations which should appear in high-order polyno-
mials. The idea of such tomography was suggested by
Vavilov [9], and in this study we shall use it.

The experimental part of the work has been per-
formed on a sample made of carbon fibre reinforced plas-
tic (CFRP). The sample contained square Teflon inserts
placed between different composite plies.

The both approaches mentioned above will be ana-
lyzed. The “classical” DTT algorithm involves the con-
version of pixel-based values of heat transit times into
layer coordinates. It follows from the theory of thermal
nondestructive testing that the DTT procedure is possi-
ble only in a one-sided test where heat transit times, e.g.
the best observation times τm, increase with increasing
material depth. We consider this algorithm classical be-
cause the differential temperature signals and heat tran-
sit times are determined in regard to a reference point
chosen by the user in an area which is considered sound
[9, 10]. Note that, in a two-sided test, defect depth
weakly influences surface temperature signals, thus al-
lowing no tomographic data treatment.

It is clear from mentioned above that DTT is based
on the fact that defects located at different depths are
characterized by different τm values which can be also
considered as specific delay times. If the corresponding
time vs. depth calibration function is available, a distri-
bution of τm can be converted into the respective distri-
bution of defect depths (or material layer coordinates).
It has been demonstrated that the maximum number of
layers, in which a sample can be “sliced”, is about 5.
The detected layers adjacent to the surface can be fairly
thin but the deeper is a layer the greater should be its
thickness. Very deep layers cannot be detected because
they produce low signals ∆T which are normally defined

as the difference between each thermogram point T (i, j)
and a chosen reference (non-defect) point T (ind, jnd):

∆T (i, j, τ) = T (i, j, τ)− T (ind, jnd, τ), (1)
where i, j are pixel coordinates on thermogram, and τ is
the time.

The values of the temperature signal ∆T can be posi-
tive or negative depending on the nature of defects, their
size, as well as on heating parameters. Obviously, ∆T be-
comes zero in all pixels which behave identically to a cho-
sen reference point. Some special synthetic images, called
“maxigrams” and “timegrams”, are associated with the
DTT algorithm.

A maxigram is a synthetic image which exhibits the
distribution of maximum values of some chosen informa-
tive parameters. For example, ∆Tm-maxigrams show all
pixels in their “best” appearance in respect of a chosen
reference point.

A timegram is a synthetic image which exhibits the
distribution of heat transit times adhered to analyzed
signal evolutions. For example, τm-timegrams show op-
timum observation times in each pixel in respect of a
chosen reference point.

Any finite sequence of ∆T signals will reach the ex-
tremum value ∆Tm at the time τm called optimum ob-
servation time. The pixel-based pairs of ∆Tm(i, j) and
τm(i, j) values produce positive or negative maxigrams
(∆Tm-images) and timegrams (τm-images) (Fig. 1) [10].
Maxigrams and timegrams are related to both defect
depth and thickness, thus allowing defect characteriza-
tion.

Fig. 1. Illustrating the principle of DTT: (a) loca-
tion of points of interest and time evolution of surface
temperature and the differential signal, (b) producing
timegram and maxigram.

There are few formulae which describe the relationship
between defect depth and optimum observation time. For
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instance, by using the solution for 1D heat conduction
in a semi-infinite body after a Dirac heating pulse was
applied, one can obtain that the observation time τ is
a function (as the first approximation) of the squared
depth z [11]:

τ ≈ z2

α
, (2)

where α is the thermal diffusivity of material, and z is
depth.

Thermal tomograms can be easily obtained by “trun-
cating” respective timegrams. In other words, a tomo-
gram is an image where all τm pixel values are within a
selected interval τm1 . . . τm2. The efficiency of the “clas-
sical” thermal tomography is related to how successfully
a reference point is chosen. It depends on heating uni-
formity and efficiency of input data normalization.

The necessity of introducing a reference point is consid-
ered as the disadvantage of DTT because it involves the
participation of an operator, even if any kind of quan-
titative assessment requires a sort of reference. In the
case of DTT, it is possible to introduce a thermal model
which would describe temperature evolutions in all sound
points in a unique manner. Then, only significant devia-
tions from such a model should be analyzed. This is the
second approach accepted in this study. For example,
a pixel temperature function can be described with two
types of polynomials: of the high (“h”) and low (“l”) or-
der [9]. It is supposed that the high-order polynomial de-
scribes subtle variations of the temperature functions in
defect areas, while the low-order polynomial reflects only
a general (non-defect) behavior of temperature. Then,
the differential temperature signal

∆T (i, j, τ) = T (h)(i, j, τ)− T (l)(i, j, τ) (3)
may exhibit only defect signals which can be tomograph-
ically analyzed.

Equation (3) can be applied to each pixel without the
necessity of choosing a reference point; therefore, we have
called it “no reference” thermal tomography.

3. Experimental setup

The test sample having dimensions of 300×300×2 mm3

was made of 10-ply CFRP composite and contained 25
Teflon square-shaped inserts (lateral size 3, 5, 7, 10, and
15 mm, thickness 0.1 mm) which were placed between
composite layers at various depths: 0.2, 0.4, 0.6, 0.8, and
1.0 mm (Fig. 2). The thermal properties of the ma-
terials have been assumed as follows: CFRP — ther-
mal conductivity λ = 0.64 W/(m K) (transverse) and
λ = 1.28 W/(m K) (lateral); thermal diffusivity α =
5.2×10−7 m2/s and 10.4×10−7 m2/s, respectively; Teflon
— λ = 0.23 W/(m K); α = 0.99×10−7 m2/s. The exper-
imental results below have been obtained in Multipolar
Infrared Vision Laboratory, Université Laval, Canada.
The experimental setup consists of a heat source, an in-
frared camera and a computer system, thus enabling dig-
ital data recording in real time. The heat source consists
of two flash tubes 3.2 kJ each (pulse duration ≈ 5 ms).

Fig. 2. CFRP sample (300 × 300 × 2 mm3) with 25
teflon inserts at different depths: (a) sample, (b) Teflon
insert location.

The stage of sample cooling which followed flash stimula-
tion was monitored on the same surface by using an FPA
infrared camera (Santa Barbara SBF125), which oper-
ated in the spectral band from 3 to 5 µm. The tomo-
graphic analysis was applied to sequences of 250 images
captured with a 90 ms acquisition interval. Due to the
fact that the DTT algorithm can be applied only to a
front-surface temperature response, only the one-sided
test procedure was used in this study.

4. Results

4.1. Optimum processing algorithm

A source sequence has been processed by applying the
algorithms known in pulsed thermal nondestructive test-
ing and implemented in the ThermoLab software (In-
novation, Ltd., Russia): normalization (N), polynomial
fitting (PF), pulse phase thermography (PPT), princi-
pal component analysis (PCA), correlation analysis (CA)
and DTT. A detailed description of these algorithms is
presented elsewhere [9]. It is worth noting that influence
of the technical performance of IR imagers, such as tem-
perature and spatial resolution, has not been explored
in this study; these phenomena are believed to be of a
secondary interest because the corresponding limiting pa-
rameters have never been reached in the experiments.

The signal-to-noise ratio (SNR) between a defect (see
defect A in Fig. 3a, defect depth 1 mm, defect size
15 × 15 mm2) and neighbor non-defect areas have been
chosen to compare the efficiency of the abovementioned
processing algorithms. Note that the optimum source
image (see Fig. 4a) is characterized by SNR = 1. Some
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Fig. 3. Choosing an optimum data processing algo-
rithm: (a) optimum source image after normalization
(SNR = 2.7), (b) phasegram (SNR = 3.9), (c) polyno-
mial coefficient (SNR = 0.9), (d) 2nd principal compo-
nent (SNR = 9.5).

Fig. 4. Thermal tomography of the sample from Fig. 1:
(a) best source image (SNR = 1.0), (b) maxigram, (c)
timegram, (d) thermal tomogram (layer 0.24–0.31 mm),
(e) thermal tomogram (layer 0.42–0.54 mm), (f) ther-
mal tomogram (layer 0.60–0.66 mm), (g) thermal to-
mogram (layer 0.67–0.69 mm), (h) thermal tomogram
(layer 0.71–0.90 mm).

processing results are shown in Fig. 3. The normaliza-
tion significantly suppresses the phenomenon of uneven
heating which is well seen in Fig. 4a, thus enhancing SNR
to 2.7 (see Fig. 3a). The maximum value of SNR = 9.5
has been observed in the image of the 2nd principal com-
ponent (PCA algorithm), see Fig. 3d. However, unlike
the PPT algorithm which tends to improve the visibil-
ity of all defects, the PCA technique may enhance some
defect indications at the expense of visibility of other
defects. This PCA peculiarity is illustrated in Fig. 3d,
where all defects located at the depth of 0.4 mm are
scarcely seen. Also notice that, in the PCA image, the

minimum detectable defect is that of size 5× 5 mm2 lo-
cated at the depth of 1 mm.

4.2. Dynamic thermal tomography
(classical approach)

As mentioned above, the optimum source image shown
in Fig. 4a reveals the pattern of uneven heating. There-
fore, prior applying the DTT algorithm, the source data
was normalized by the first image captured after the flash
(Fig. 3a). Then, a reference point has been chosen close
to defect A to produce the timegram shown in Fig. 4c.
Respectively, it appears that the minimum detectable de-
fect in the timegram is that of the size 10 × 10 mm2

located at the depth of 1 mm.
Thermal tomograms which represent the “slices” of the

timegram are shown in Fig. 4d–h. The calibration of
the chosen in-depth layers depends on a value of CFRP
thermal diffusivity inputted into the processing program
(ThermoLab), which is similar to Eq. (2). The layer coor-
dinates shown in Fig. 4d–h have been determined by the
program automatically when assuming the CFRP ther-
mal diffusivity being equal to 5.2×10−7 m2/s. The com-
parison between true depths of Teflon inserts in Fig. 1
and the tomographic data in Fig. 4 shows that the DTT
algorithm allows a reasonably good match between the
retrieved and true data (typically under 15–20%).

It is interesting to note that the tomograms in Fig. 4d–f
are “classical” in the sense that they exhibit only Teflon
inserts located within the chosen layers. On the contrary,
the images in Fig. 4g, h which are supposed to show the
deeper layers (0.8 and 1 mm) are different because, along
with the defects within the chosen layers, they show the
artifacts which come from the defects located in other
layers. This phenomenon which is particularly well seen
in Fig. 4h; it is related to the 3D nature of defect signals
being discussed elsewhere [9, 10]. Shortly, it is explained
by the fact that each shallow sample layer is character-
ized not by a unique value of τm but by a distribution
of these values. On the contrary, longer τm values cor-
respond to deeper layers and thus appear in those lay-
ers. Therefore, when visualizing such deeper layers, one
can see some “traces” of more shallow defects which ap-
pear as artifacts well seen in Fig. 4h. These artifacts
have smaller differential amplitudes than principal de-
fect areas, therefore, amplitude filtration can effectively
suppress them but only in shallow layers, as in fact is
shown in Fig. 4c–f. In deeper layers, these artifacts are
inseparable from small defect signals.

4.3. Dynamic thermal tomography
(“no reference” approach)

The same experimental data as described above has
been processed by applying Eq. (3). First, the sequence
was fitted with the 3rd and 6th order polynomials and
the difference between two fitted sequences was analyzed.
It has appeared that the experimental differential signals
evolve in a random manner depending on the “quality”
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of polynomial fitting and their “slicing” is not a straight-
forward procedure. However, some preliminary results
which are shown in Fig. 5 demonstrate that the visibil-
ity of defects within particular layers can be significantly
enhanced in regard to the “classical” algorithm. Both to-
mograms in Fig. 5 show deeper defects without artifacts
conditioned by other layers. However, the application of
the “no reference” DTT algorithm still seems to be more
the art rather than a well-defined procedure.

Fig. 5. “No-reference” thermal tomography algorithm:
(a) thermal tomogram (layer 0.68–0.70 mm), (b) ther-
mal tomogram (layer 0.71–0.90 mm).

5. Conclusions

• In this study, two approaches to DTT have been
applied in the inspection of a 10-ply (2 mm thick)
CFRP composite sample which contained 25 Teflon
inserts at depths up to 1 mm.

• The first approach called “classical” is based on the
analysis of heat transit times. It has allowed the de-
tection of 10×10 mm2 inserts at depths up to 1 mm.
The drawback of this approach, except the neces-
sity of introducing a reference point, is the presence
of artifacts which appear in a chosen sample layer
due to the presence of defects in other layers. The
artifacts can be effectively subdued in shallow lay-
ers by applying amplitude filtration, while in deeper
layers the influence of more shallow layers worsens
the quality of thermal tomograms.

• The second approach called “no reference” requires
no reference point but involves the approximation
of pixel-based temperature functions with polyno-
mials of higher and lower orders. Low order poly-
nomials reflect a non-defect behavior of test sam-
ples, while high order polynomials contain signal
perturbations caused by defects. Therefore, the
difference of two polynomials is supposed to ex-
hibit the defects. Within this approach, it has been
shown that, in some cases, the appearance of ther-
mal tomograms can be improved but, in general,
the results are unpredictable and require further
research.

• The experimental results obtained on the CFRP
sample have been processed by applying the algo-
rithms of normalization, pulse phase thermography,

polynomial fitting, PCA and CA. The best process-
ing result appeared when using the PCA algorithm.
This algorithm allowed the enhancement of the
signal-to-noise ratio for the deepest defects from 1
(the optimum source image) to 9.5 (the image of
the 2nd PCA component). However, the choice of a
proper principal component depends very much on
the preliminary knowledge about a tested sample
and requires a certain experience from the thermo-
grapher.

• It is believed that the data processing techniques
used in this study can be effectively applied in the
inspection of composite and honeycomb structures
which are increasingly used in the military and in-
dustry.
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