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Electronic surface states localized on the edge of a semi-infinite square lattice are studied in the tight binding
approximation. We examined the existence of surface states in the presence of magnetic field applied in the
surface region of a 2D lattice. The applied field is perpendicular to the lattice and confined to a stripe near the
surface. We also included a surface site perturbation caused by the presence of the surface. The magnetic field is
introduced into the model by the Peierls substitution.
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1. Introduction

The presence of a magnetic field has a significant effect
on the spectrum of electronic states in crystal structures.
Though long-known [1, 2] and quite simple in its formu-
lation [3], this problem remains the subject of intensive
research, especially in the field of quantum Hall effect
[4, 5]. Recently, special attention has been paid to sys-
tems in which the carrier motion is limited by the surface.
Surface effects in quantum dots and quantum wires under
magnetic field are of key importance for understanding
the transport processes in these systems [6–8].

Based on the tight-binding approximation, the present
study is focused on electronic surface states in a semi-
-infinite square lattice in homogeneous magnetic field
confined to a surface stripe of width equal to twice the
lattice constant. This model can roughly represent a sys-
tem with magnetic atoms on the surface. The surface
atoms are also assumed to be characterized by a differ-
ent value of the Coulomb integral, due to dangling bonds
and surface reconstruction.

One of the simplest models is a 2D square lattice in the
single-band tight-binding approximation. With a suit-
ably chosen vector potential the effect of applied mag-
netic field is equivalent to modifying resonance by an os-
cillatory factor exp(im2πφ/φ0) as a result of translation
in the direction tangent to the surface.

This paper presents surface state energy levels calcu-
lated versus surface and bulk parameters. The surface
parameters include the perturbation of surface atoms and
the applied magnetic field (confined to a surface stripe);
the bulk parameter considered is the wave-vector compo-
nent tangent to the surface.

2. Method

The wave function of electrons in a square lattice can
be expressed in the basis of atomic functions localized at

lattice sites (m,n):

|x, y〉 =
∑
m,n

cmdn|xm〉|yn〉, (1)

where |xm〉 = |x− am〉 and |xn〉 = |x− an〉. The atomic
function |x, y〉 in (1) is separated into an x-dependent
part |x〉 and a y-dependent part |y〉. Left multiplica-
tion of the Schrödinger equation by the atomic function
〈xm, yn| and integration over the whole space leads to the
secular equations for coefficients cm and dn [9], which are
based on the assumption that the only nonzero elements
of the Hamiltonian matrix in the atomic function basis
are

〈x−1, yn|H|x−1, yn〉 = αs,

〈xm, yn|H|xm, yn〉 = α, m > −2,

〈xm+1, yn|H|xm, yn〉
= 〈xm, yn|H|xm+1, yn〉 = −β, m > −2,

〈xm, yn|H|xm, yn±1〉 = −βe−imq, − 2 < m < 2,

〈xm, yn|H|xm, yn±1〉 = −β, m ≥ 2. (2)
The coefficients α, αs and β are coordinate-independent
and refer, respectively, to the Coulomb integral in the
bulk, on the surface and the resonance integral for the
system in the absence of magnetic field. The model as-
sumes that the magnetic field is perpendicular to the
lattice plane and confined to a stripe near the surface
(m = −1, 0, 1). The factor exp(−imq) (in Eq. (2)) re-
sults from Peierl’s substitution [10]: k → (p + eA)/h, in
the presence of magnetic field where the vector potential
has the form: A = [0, Ay, 0]. The parameter q describes
the magnetic field and is equal to the ratio φ/φ0 of the
magnetic flux per unit cell to the magnetic flux quantum.

As the elements of the Hamiltonian matrix only depend
on xm = ma, Bloch’s theorem can be used for determin-
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ing the relation between coefficients dn:
dn+1

dn
= eiθy , (3)

where θy = kya is the (dimensionless) wave vector com-
ponent tangent to the surface. Using (3), we obtain the
following system of equations for coefficients cm [3]:




c0 + 2 cos(q + θy)c−1 = −(X + Z)c−1, m = −1,

c−1 + c1 + 2 cos(θy)c0 = −Xc0, m = 0,

c0 + c2 + 2 cos(q − θy)c1 = −Xc1, m = 1,

cm−1 + cm+1 + 2 cos(θy)cm = −Xcm, m ≥ 2,

(4)
where X = (E − α)/β and Z = (αs − α)/β denote the
reduced electron energy and the surface perturbation pa-
rameter, respectively. With a matrix defined by(

cm+1

cm

)
= M (m)

(
cm

cm−1

)
, (5)

a coefficient vector inside the lattice, where the magnetic
field is zero, can be determined from the boundary con-
ditions included in Eqs. (4):(

c2

c1

)
= M (1)M (0)M (−1)︸ ︷︷ ︸

M

(
c−1

0

)
. (6)

Equation (6) allows to find the ratio c2/c1 = M1,1/M2,1.
The magnetic field inside the crystal is zero. Therefore,
according to Bloch’s theorem, the coefficient ratio c2/c1

can be expressed as follows:
c2

c1
= eiθx =

M1,1

M2,1
. (7)

In the case of surface states the x component of the wave
vector θx is complex and takes on value [9]:

θx =

{
iµ,

π + iµ,
(8)

where µ is a positive real number.
Surface state energy levels can be found by using dis-

persion relation: X = −2β[cos(θy)±cosh(µ)] and Eq. (7).
Among the results obtained, those which do not imply
wave function fading with growing distance from the sur-
face should be eliminated as non-physical. Therefore, ac-
cording to Bloch’s theorem (7), for physical solutions:
µ > 0.

The dispersion relation implies the existence of surface
states of energy X > −2β(1 + cos θy) or X < 2β(1 −
cos θy). Assuming µ > 0 and considering (7), one can
expect the wave function to decrease and change sign at
each translation by the lattice constant in the case of
surface states above the band, and not to change sign in
the case of states below the band.

3. Results

Surface state energy X was calculated from disper-
sion relation and (7) versus the surface perturbation pa-
rameter Z at fixed values of magnetic field, described
by parameter q, and wave vector tangent component

θy (Fig. 1). The energy range 2β(1 − cos θy) < X <
−2β(1 + cos θy) represents the band, or energy levels al-
lowed for electrons propagating in the bulk. Forbidden to
surface states, this energy range is shaded gray in Fig. 1.
The band is seen to shift along the energy axis in an os-
cillatory manner as the tangent component of the wave
vector changes. The calculations were performed at fixed
band width, for β = 1. For this parameter value the bot-
tom and the top of the band fall at θy = 0 and θy = π,
respectively.

Fig. 1. Spectrum of surface states versus surface per-
turbation Z for fixed wave vector tangent component θy

and magnetic field (q). Gray area represents the energy
band. Surface state energy levels are labelled with their
respective values of q. In (a), (b) and (d) degenerate
energy levels are seen to occur, each corresponding to
two different q values.

Let us first discuss the properties of surface states be-
low the band (X < −2(1 + cos θy)). For θy values close
to zero all surface states of energy below the band are in-
duced by negative perturbation Z. (The negative value
of Z implies that the Coulomb integral for a surface atom
is lower than that for a bulk one: αs < α). Increasing
the surface perturbation causes the surface state energy
levels to move away from the band edge, with consequent
increase in localization of these surface states. The closer
the tangent component θy of the wave vector to π is, the
more surface states appear also for Z > 0. However,
their energy (and localization) shows only a slight de-
pendence on the perturbation Z. It is worthy of notice
that for positive values of Z surface states below the band
only exist in the presence of magnetic field (q 6= 0). For
Z < 0 the perturbation necessary to induce a surface
state of a given energy shows an oscillatory dependence
on θy and q. Visualized in Fig. 2a (showing the pertur-
bation Z necessary to induce a surface state of energy
X = −4 versus θy and q), these oscillations are also
reflected in the surface state energy plots presented in
Fig. 1. For Z < 0 the order of levels corresponding to
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successive values of q changes as θy increases. When the
ratio (θy mod 2π)/(q mod 2π) can be expressed as j/(2l),
where j and l are integers, some of the surface state levels
below the band have the same energy (see Fig. 1a, b, d).
Otherwise, no level overlapping is seen to occur (Fig. 1c).

Fig. 2. Critical perturbation Z for surface states with
energy (a) below the band and (b) above the band versus
wave vector tangent component θy and magnetic field q.
The plots in (a) and (b) refer, respectively, to energy
X = −4 and X = 2(cos θy−1) of surface state emerging
from band. Let us note that in the case of surface states
above the band θy and q are correlated, fulfilling the
condition: (θy mod 2π)/(q mod 2π) = 1/2.

Surface states above the band (X > 2(1 − cos θy)) only
occur when q = 0 or (θy mod 2π)/(q mod 2π) = 1/2
(Fig. 1b, d). In the absence of magnetic field (q = 0)
a surface state is induced by perturbation Z = 1. If
(θy mod 2π)/(q mod 2π) = 1/2, the perturbation neces-
sary to induce a surface state oscillates with increasing q
in a manner shown in Fig. 2b; for q = π a surface state

emerges from the band at Z = 1, as can be deduced from
the plot. This effect can be seen also in Fig. 1d, where
for θy = (3/2)π the level of the surface state occurring in
the absence of magnetic field (q = 0) corresponds to that
of the surface state occurring at magnetic field q = π.
Let us note that the surface state levels move away from
the band, with consequent increase in localization, as the
perturbation Z increases.
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