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This article reviews recent theoretical treatments of field dependent re-

laxation processes in complex systems containing mutually coupled dipolar,

quadrupole, and electron spins. The presented approaches are based on

an analogy between the Hamiltonian formalisms for quadrupole and zero

field splitting interactions. Limitations of the presented treatments, result-

ing from the validity conditions of the second-order perturbation theory are

discussed in detail.
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1. Introduction

Modern NMR experimental techniques give a possibility to observe various
dynamic effects in complex systems containing different types of spins. In partic-
ular, field dependent relaxation experiments can provide a lot of information on
spin interactions and dynamic properties of such systems. Nevertheless, to profit
from the advanced experimental methodology one needs appropriate, complete,
theoretical models.

In this paper we aim for presenting a review of recent theoretical treatments
of field dependent relaxation processes caused by various motional processes and
involving different kinds of mutually coupled spins. The theoretical models are
quite general and therefore they can be applied to a variety of spin systems char-
acterized by different motional conditions.
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In the first part of this paper we focus attention on field dependent relax-
ation of quadrupole and electron spins of S ≥ 1. If the spins are placed in a
molecular surrounding of a rather low symmetry, they exhibit a non-zero averaged
quadrupole coupling or zero field splitting (ZFS), respectively. However, various
dynamic processes occurring in the spin systems cause fluctuations (a spread) of
the quadrupole (ZFS) tensor around the averaged value. The averaged interac-
tions have a profound effect (particularly at low magnetic field) on energy level
structures of the quadrupole (electron) spins, while their fluctuating counterparts
cause relaxation processes within the energy levels. Since the quadrupole coupling
as well as the zero field splitting are one-spin interactions expressed in terms of
second-rank tensor operators, there are deep formal analogies between the two
spin systems.

In the second part we are concerned with spin systems containing nuclear
spins of I = 1/2 coupled by dipole–dipole interactions to quadrupole (electron)
spins of S ≥ 1. Such systems are very demanding from the point of view of a
proper theoretical treatment, however very attractive due to quite unique effects
of the field dependent S spin dynamics on the I spin relaxation. The quadrupole
(ZFS) interactions influence magnetic field dependences of the dipolar relaxation
of the I spin, by affecting transitions frequencies of the entire I−S spin system,
while the relaxation processes of the quadrupole (electron) spin contribute to time
fluctuations of the dipole-dipole coupling in a manner similar to other stochastic
processes, like for example rotational motion or exchange dynamics.

Finally, we discuss in detail validity regimes of the presented models.
We hope that this review will turn out to be useful for NMR community

using relaxation studies as a tool for understanding dynamic processes in complex
spin systems.

2. Quadrupole coupling and zero field splitting
— the Hamiltonian formalisms

Nuclei with spin quantum numbers, S, greater than 1/2 have a non-spherical
charge distribution, which results in a nuclear quadrupole moment. The nuclear
quadrupole moment, eQ, of a nucleus interacts with the electric field gradient at
the nucleus site. This interaction is described by the Hamiltonian [1–3]:

HQ(S) =
1
2

√
3
2

aQ

S(2S + 1)

2∑
m=−2

(−1)mAmT2,−m(S), (1)

where T2,−m(S) are components of the rank two-spin tensor operator, defined
as T2,0(S) = 1√

6

[
3S2

z − S(S + 1)
]
, T2,±1(S) = ∓ 1

2 (SzS± + S±Sz), T2,±2(S) =
1
2S±S±. The quadrupole coupling constant is defined as aQ = e2qQ/h̄, where the
symbols have the usual meaning. The Am functions are defined in the principal axis
system of the electric field gradient tensor, referred to as the molecular frame (M).
They have the form A

(M)
0 = 1, A

(M)
±1 = 0, A

(M)
±2 = η/

√
6, where η is the asymmetry
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parameter. Employing the well-known transformation rules [4] for tensor operator
components one can express the Am quantities (and in consequence the quadrupole
Hamiltonian) in an arbitrary reference frame, particularly in the laboratory one, by
the relation A

(L)
m =

∑2
k=−2 A

(M)
k D2

k,m(ΩML). The second-order Wigner rotation
matrices, D2

k,m(ΩML), with the Euler angles ΩML describe the orientation of the
molecular frame with respect to the applied magnetic field. Zero field splitting
interactions can have different physical origins, depending on the spin system. In
the case of transition metal complexes it is due to second order effects in the spin–
orbit coupling; the S manifold is split due to the indirect interaction between
unpaired electrons through the spin–orbit coupling [5–8]. For systems such as
radicals, a direct dipole–dipole interaction between the unpaired electrons creates
the ZFS. The formal expression for the ZFS Hamiltonian is, however, the same
irrespective of the physical origin of this interaction, and can be written in full
analogy to the quadrupole Hamiltonian [5–8]:

HZFS(S) =

√
2
3
D

2∑
m=−2

(−1)mVmT2,−m(S) (2)

with the corresponding spatial tensor components defined in the molecular frame
(in this case the principal axis system of the ZFS interaction is defined as the
molecular axis system) as: V

(M)
0 = 1, V

(M)
±1 = 0, V

(M)
±2 = (4/

√
6)E/D. The

parameters D and E describe the axial and rhombic components of the ZFS.
Looking at Eq. (1) and Eq. (2) one can conclude that the representations of the
quadrupole and the ZFS interactions are equivalent. One can easily establish a
line of analogy between the two interactions by replacing formally the quadrupole
parameters by their ZFS counterparts D → 3

4
aQ

S(2S−1) and E → 1
4η

aQ

S(2S−1) . The
static ZFS has an axial symmetry if the ligand field is tetragonal or trigonal. If the
symmetry of the ligand field is reduced further, then the rhombic terms appear in
the ZFS tensor.

3. Analogies between electron and quadrupole spin systems

An arbitrary spin interaction, described by Hamiltonian H(t), can be ex-
pressed as a sum of two components: H(t) = 〈H(t)〉 + (H(t) − 〈H(t)〉). The
first term represents an averaged part of the considered interaction: 〈H(t)〉 ≡ H0,
while the second one describes stochastic fluctuations of the H(t) Hamiltonian
around its averaged value. If an electron or a quadrupole spin S ≥ 1 is placed in a
low-symmetry environment, one must expect a large averaged ZFS or a large av-
eraged quadrupole coupling, respectively. In a molecular (molecule fixed) frame
these interactions are time-independent. In particular, one can treat the principal
axis system of these interactions as a molecular frame. If we decide to associate the
molecular frame with different interactions (for instance one can choose a dipole–
dipole axis as a molecular axis) or symmetry properties of the considered molecule,
the principal axis system of the averaged quadrupole (ZFS) interaction does not
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coincide with the molecular frame, but remains fixed with respect to it. Therefore,
the averaged, time-independent (in a molecular frame) ZFS interaction is referred
to as the static ZFS, HS

ZFS in the literature. Stochastic fluctuations of the ligand
framework or the local crystal field lead to a spread of the ZFS interaction around
its averaged value. The deviation between the momentary ZFS and its averaged
(static) value is called the transient ZFS, HT

ZFS(t) in the literature [7–11]. In anal-
ogy, an averaged electric field gradient (EFG) creates a time-independent (static)
quadrupole coupling, HS

Q, while local fluctuations of the EFG lead to a tran-
sient quadrupole interaction, described by a time-dependent Hamiltonian, HT

Q(t).
It is very important to realize that the decomposition of these interactions into
the static (time-independent) and transient (time-dependent) parts has been per-
formed in a molecule-fixed frame. From the viewpoint of the molecule-fixed frame,
the static and transient parts represent the mean and the spread, respectively, of
the total interactions. The static interactions are time-independent in a molecular
frame, while the transient ones are not, because they fluctuate relative to that
frame. In particular, the static quadrupole coupling is defined in the principal
axis system of the averaged electric field gradient tensor and remains unchanged
in time in this reference frame, whereas the transient quadrupole Hamiltonian de-
scribes (in the same reference frame) stochastic deviations of the total quadrupole
interaction from its averaged value. The transient interactions possess also their
own principal axis systems; however, they are not fixed in the molecule. A picto-
rial view of the three relevant reference systems: the laboratory and the molecular
frames and the principal axis system of the transient ZFS (quadrupole) interaction,
is presented in Fig. 1. The averaged (static) interactions are time-independent in a

Fig. 1. Relative orientations of the principal axis system of the static and transient

components of the ZFS and the quadrupole coupling with respect to the laboratory

frame.
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molecular frame; however they can fluctuate in time with respect to the laboratory
system. Both the components of the ZFS (quadrupole) coupling have profound
effects on the electron (quadrupole) spin dynamics. The role of these interactions
depends on their strengths (amplitudes) and motional conditions characterizing
the systems. In fact, the timescale of the modulations of the averaged quadrupole
and ZFS interactions with respect to the laboratory frame determines the physical
picture of the quadrupole- and respectively the electron spin dynamics. Depending
on the system under interest, various types of motion can be responsible for the
fluctuations in the orientation of the molecular frame (the principal axis system of
the electric field gradient tensor or the ZFS tensor). The relative orientation of the
laboratory and molecular frames can change in time due to rotational motion of
the molecule carrying the S spin [11–15]. In solid state systems spins S can move
between non-equivalent lattice sites characterized by a different local crystal field
due to, for example, exchange motion of the particles (ions, nuclei). The jump
diffusion mediates, in this case, the orientation of the principal axis systems of the
quadrupole or the ZFS couplings at the temporary position of the S spin.

In this paper we shall discuss various timescales of the motion affecting the
relative orientation of the molecular and laboratory frames. Nevertheless, it will
turn out that it is possible to describe the S spin dynamics in terms of well-
-defined relaxation rates only for a few limiting cases. It is so due to restricted
validity regimes of the second-order perturbation theory. Relaxation theories are
based on a perturbation solution of the Liouville equation [1–3, 16–19]. The per-
turbation theory requires an unambiguous decomposition of the total Hamiltonian
describing the entire spin system into a main and a perturbing part, H0 and H1(t),
respectively. The Hamiltonians have to fulfill the two main conditions: |H1τc| ¿ 1
(where τc is the correlation time describing the timescale of the fluctuations of this
interaction relative to the principal axis system of the main Hamiltonian H0) and
|H1τc| ¿ |H0/H1|, referred to as the Redfield condition and the secular approxi-
mation condition, respectively. The Redfield condition implies that the resulting
relaxation timescale is much slower than the fluctuations causing the relaxation. If
the requirements are not fulfilled one cannot describe the spin dynamics in terms
of well-defined, time-independent relaxation rates.

4. Electron and quadrupole spin relaxation

This section is concerned with a description of relaxation processes in sys-
tems characterized by non-zero averaged interactions of the second order, like the
ZFS and the quadrupole coupling. We shall take full advantage of the common
representation of both the interactions and apply the Redfield relaxation theory
[1–3, 17–19], considering with caution its validity conditions.

The most favorable case is one of very slow molecular tumbling, jump
diffusion, or any other type of motion, which can mediate the relative orientation
of the molecular and laboratory frames. Under these conditions the two frames
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are obviously fixed with respect to each other. As it has been pointed out in the
previous section, the perturbation theory requires one to divide unambiguously
the total Hamiltonian including all interactions relevant for the system under
interest into main (time-independent) and perturbing parts. If the molecular
frame does not fluctuate with respect to the laboratory axis, this requirement
can be easily fulfilled for an arbitrary magnetic field. Then the energy level
structure of the S spin is determined by a combination of the Zeeman interaction,
HZ(S), and the static components of the second order couplings, HS

ZFS(S) or
HS

Q(S). Index S indicates that we deal with the static (averaged) parts of the
quadrupole coupling and the zero field splitting; it should not be confused with
the spin labeling. From now on we shall denote both of the interactions as HS

2 (S)
(index (2) comes from their representation by the second-order tensors). In fact,
because of the common Hamiltonian formalism, in order to describe the S spin
dynamics one does not need to distinguish between the two interactions. Thus,
the main Hamiltonian, H0(S), represented in the laboratory frame (H(L)

0 (S)),
takes the following form [12, 14]:

H
(L)
0 (S) = H

(L)
Z (S) + H

S(L)
2 (S) =

ωSSz +
2∑

m=−2

(−1)mF S(L)
m (ΩML)T2,−m(S). (3)

The functions F
S(L)
m (ΩML) can be associated with the quadrupole coupling; in this

case they are equal to F
S(L)
m (ΩML) = 1

2

√
3/2aS

Q

∑2
k=−2 A

S(M)
k D2

k,m(ΩML)

(Eq. (1)), or with the static ZFS interaction F
S(L)
m (ΩML) =√

2/3DS

∑2
k=−2 V

S(M)
k D2

k,m(ΩML) (Eq. (2)). The quantities A
S(M)
k and V

S(M)
k

contain the parameters describing the static parts of these interactions, i.e.
A

S(M)
0 = 1, A

S(M)
±1 = 0, A

S(M)
±2 = ηS/

√
6, while V

S(M)
0 = 1, V

S(M)
±1 = 0,

V
S(M)
±2 = (4/

√
6)ES/DS. In the limiting case of a low magnetic field when

|HS
ZFS(S)| À |HZ(S)| or |H0

Q(S)| À |HZ(S)|, the energy level structure of the
S spin is determined by the second-order interactions, HS

ZFS(S) or HS
Q(S),

respectively. On the contrary, if the applied magnetic field is high enough to
fulfill the condition |HZ(S)| À |HS

Q(S)| or |HZ(S)| À |HS
ZFS(S)|, the S spin

exhibits the Zeeman energy levels. In general, the energy levels Eα of the
S spin depend on the orientation of the principal axis system of the HS

(2)(S)
interaction with respect to the external magnetic field. They can be obtained
as eigenvalues of the matrix representation of the main Hamiltonian, H

(L)
0 ,

in the basis {|mS〉} constructed from the Zeeman functions; mS denotes the
magnetic quantum number of the S spin. In consequence, the corresponding
eigenfunctions, |ψα〉, can be expressed as linear combinations of the Zeeman basis
functions: |ψS

α〉 =
∑2S+1

r=1 cα,mS
(ΩML)|mS〉, where the specific, angular depen-

dent coefficients, cα,mS
(ΩML), result from diagonalization of the Hamiltonian

matrix. We are interested in explicit, closed form expressions for the individual
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relaxation rates connecting time evolution of the coherences (populations), ρS
αα′

and ρββ′ . The ραα′ coherences are represented by the elements of the Liouville
basis, {|ψα〉〈ψα′ |}, generated by the eigenfunctions of the main Hamiltonian.
They are associated with the Zeeman coherences, ρmSm′

S
≡ |mS〉〈m′

S |, by the

relationship |ψα〉〈ψα′ | =
∑2S+1

r,r′=1 cα,mS (ΩML)c∗α′,m′
S
(ΩML)|mS〉〈m′

S | [12, 14, 16].

The well-known Redfield formula [1–3, 17–19]:

Rαα′ββ′ = Jαβα′β′(ωαβ) + Jαβα′β′(ωα′β′)− δα′β′
∑

γ

Jαγβγ(ωγβ)

− δαβ

∑
γ

Jβ′γα′γ(ωβ′γ) (4)

gives the relaxation rates Rαα′ββ′ in terms of the spectral densities Jαα′ββ′(ω)
determined by corresponding matrix elements of the relaxation Hamiltonian
H1(t):

JS
αα′ββ′(ω) =

∫ ∞

0

〈〈
ψS

α |H1(0)|ψS
α′

〉 〈
ψS

β |H1(t)|ψS
β′

〉〉
exp(−iωt)dt, (5)

where the external brackets 〈〉 denote the ensemble average. The representation
of the perturbing interaction requires some caution. The perturbation theory
requires the perturbing Hamiltonian, H1(t), to be expressed in the reference
frame associated with the main interaction. However, the quantization axis of the
S spin depends on the relation between the amplitudes of the Zeeman coupling
and of the second-order interaction. In the present case the relaxation mechanism
for the electron spin is provided by the transient ZFS, while time fluctuations of
the electric field gradient create the quadrupole relaxation mechanism, associated
with the transient quadrupole coupling. Therefore, in low magnetic field we
should consider the fluctuations of the transient interactions with respect to the
principal axis systems of their static counterparts, while in high magnetic field we
should ask about the timescale of the fluctuations relative to the laboratory frame.
In addition, we have to pass through the intermediate regime of the magnetic
field, when the Zeeman coupling and the static second-order interaction compete.
It implies that in principle we should continuously alter the Hamiltonian of the
perturbing interactions when the magnetic field changes, transforming it to the
appropriate reference frame. Such a treatment would lead to quite cumbersome
calculations. Fortunately, we can profit at this stage from the fact that the
molecular and the laboratory frames are fixed with respect to each other and
therefore the fluctuations of the transient interactions relative to both of them are
characterized by exactly the same time constant. Independently of the physical
origin of the time modulations of the electric field gradient tensor or the ligand
(crystal) field, the perturbing Hamiltonian, H1(t), can be written in terms of the
second-rank tensor components, T2,−m(S), and the corresponding time-dependent
quantities, FT

m(t), representing the transient (fluctuating) parts of the quadrupole
or the ZFS interaction H1(t) =

∑2
m=−2(−1)mFT

m(t)T2,−m(S). The Hamiltonians
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describing the transient interactions are defined in their own principal axis
systems (PT) (not fixed in the molecule) by the time independent quantities,
F

T(PT)
m . They can be defined in full analogy to the functions describing the static

interactions, i.e. for the quadrupole coupling F
T(PT)
m = A

T(PT)
m , where A

T(PT)
0 = 1,

A
T(PT)
±1 = 0, A

T(PT)
±2 = ηT/

√
6, and, for the ZFS interaction F

T(PT)
m = V

T(PT)
m

where V
T(PT)
0 = 1, V

T(PT)
±1 = 0, V

T(PT)
±2 = (4/

√
6)ET/DT. The time-dependent

functions, FT
m(t), result from the transformation of F

T(PT)
m from the principal axis

system of the transient interactions (PT) to the reference frame determined by
the main Hamiltonian (P0) via the set of the Euler angles ΩPTP0(t). The angles
describe the relative orientation of these frames, which varies stochastically in
time FT

m(t) =
∑2

k=−2 F
T(PT)
k D2

k,m[ΩPTP0(t)]. In the limiting cases of the low and
high magnetic field, the (P0) frame coincides with the principal axis system of
the averaged quadrupole (ZFS) interactions or with the laboratory (L) frame,
respectively.

The above definition of the FT
m(t) quantities is based on a very simple mo-

tional model assuming that their amplitudes do not undergo any time fluctuations
(this model is referred to as “pseudorotational model” [8, 9, 11–16]). Taking into
account that the interactions are affected by damped vibrations in crystal lattices
or molecules, such a treatment is an apparent simplification. There are more ad-
vanced and realistic models present in the literature. Particularly, in [20, 21] the
ZFS tensor has been expressed in terms of normal coordinates describing the inter-
nal geometry of a paramagnetic complex carrying a transition metal ion. Within
this model the V

T(PT)
m functions depend on the geometry of the complex and

describe the instantaneous magnitude of the transient ZFS. They are given as
a Taylor expansion of the quantities D and E in a set of normal coordinates
characteristic of the complex under interest. This motional model is much more
demanding from the computational point of view for two reasons. The first one is
that one must know the responses of the D and E tensor components with respect
to the changes in the individual normal coordinates qi (∂D/∂qi, ∂E/∂qi). The
second very important problem is whether the vibrational degrees of freedom can
be treated classically [20] or one has to take into account the quantum nature of
the motion [21]. Motional models explaining local time fluctuations of the electric
field gradient and the crystal field are a very challenging and complicated issue
by itself. It is not, however, discussed in great detail in what follows, because
our main concern is connected with the relaxation processes. For this purpose it
is enough to deal with the general representation of the perturbing interaction,
not employing any explicit expressions for the FT

m(t) quantities, depending on the
assumed motional model.

The spectral densities JS
αα′ββ′(ω) (index S denotes here spin), introduced

by Eq. (5), can be expressed by corresponding quantities involving the matrix ele-
ments of the perturbing interaction taken between the Zeeman states |mS〉 [14, 16]:
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Jαα′ββ′(ω) =
∑

mS ,m′
S

c∗αmS
cα′m′

S
c∗βm′

S
cβ′mS

×
∫ ∞

0

〈〈mS |H1(0)|m′
S〉 〈m′

S |H1(t)|mS〉〉 exp(−iωt)dt. (6)

This expression comes from the relationship between the eigenvectors |ψS
α〉 and

the Zeeman functions |mS〉, which gives us the relation between the matrix el-
ements of the perturbing Hamiltonian taken in the two bases 〈ψS

α |H(L)
1 |ψS

α′〉 =∑2S+1
r,r′=1 c∗αmS

cα′m′
S
〈mS |H1|m′

S〉. Aiming for general formulations it is very use-
ful to separate the spin and the spatial components of the perturbing Hamil-
tonian H1(t) and express the spectral densities JS

αα′ββ′(ω) by the quantities
JS

m(ω) =
∫∞
0
〈F ∗m(0)Fm(t)〉 exp(−iωt)dt dependent only on the applied motional

model∫ ∞

0

〈〈mS |H1(0)|m′
S〉 〈m′

S |H1(t)|mS〉〉 exp(−iωt)dt =

2∑
m=−2

|〈mS |T2,−m|m′
S〉|2 JS

m(ω). (7)

The matrix elements, 〈mS |T2,−m(S)|m′
S〉, of the tensor components T2,−m have a

non-zero value only if ∆mS = m, where ∆mS is the difference between the mag-
netic quantum number of the spin S for the Zeeman eigenstates |mS〉 and |m′

S〉,
i.e. ∆mS = mS−m′

S . Setting up Eq. (7) we have taken into account only correla-
tion between quantities Fm of the same order. In the case of the pseudorotational
model of the transient interactions it is justified by the orthogonality properties
of the Wigner rotation matrices. The motional models presented in [20, 21] do
not require to consider cross-correlation terms. Nevertheless, for completeness of
the presentation it can be worthwhile to write down a generalized form of Eq. (7),
allowing for cross-correlation effects∫ ∞

0

〈〈mS |H1(0)|m′
S〉 〈m′

S |H1(t)|mS〉〉 exp(−iωt)dt =

2∑

m,m′=−2

|〈mS |T2,−m|m′
S〉 〈m′

S |T2,−m′ |mS〉| JS
m,m′(ω). (7a)

Employing the Redfield formula of Eq. (4) one can set up explicit expressions for
the individual relaxation rates Rαβαβ and Rααββ [14, 16]:

Rαβαβ(ΩML) = 2ξαβ(ΩML)J(0)−
2S+1∑
γ=1

ξγα(ΩML)J(ωγα)

−
2S+1∑
γ=1

ξγβ(ΩML)J(ωγβ), (8)
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Rααββ(ΩML) = ξαβ(ΩML)J(ωαβ). (9)
The orientation dependent coefficients

ξαβ(ΩML) =
2∑

n=−2




2S+1∑

r,r′

∣∣∣c∗αmS
cβm′

S

∣∣∣
2

(ΩML) |〈mS |T2,n(S)|m′
S〉|2




come from Eq. (7) substituted into Eq. (6). The remaining relaxation rates
Rαααα(ΩML) are given as the sum over the Rααββ(ΩML) elements: Rαααα(ΩML) =
−∑

β 6=α Rααββ(ΩML). We have assumed in the expressions of Eqs. (8), (9) that
the spectral densities Jm(ω) are independent of the order of the involved transi-
tion, i.e. Jm(ω) = J(ω). It is particularly true for the above described, simplest
model of the stochastic fluctuations of the quadrupole and the ZFS tensors. In this

case the spectral densities Jm(ω) take the form Jm(ω) = 1
5

∆2
TτV (Q)

1+ω2τ2
V (Q)

, where the

amplitude of the transient ZFS (or the transient quadrupole coupling) is defined as

∆T = 2
3D2

T + 2E2
T (or ∆T = 3(aS

Q)2

8S(S+1)

(
1 + ηS

3

)
). The correlation times τV and τQ

reflect the timescale of the fluctuations of the ZFS and the quadrupole interaction.
Finishing this part of the considerations we wish to give more attention to

the conditions under which the already presented description can be applied. For
clarity reasons we shall formulate them explicitly. First of all, the interactions
causing the relaxation processes must fulfill the Redfield condition

∣∣HT
ZFSτV

∣∣ ¿ 1
or

∣∣HT
QτQ

∣∣ ¿ 1. The next requirement, referred to as the secular approximation
condition, concerns the relation between the main Hamiltonian H0 and the per-
turbing one: |H0/HT

ZFS| À |HT
ZFSτV | or |H0/HT

Q| À |HT
QτQ|. At low magnetic

field, the main Hamiltonian is provided by the static parts of the second-order
interactions (the static ZFS or the static quadrupole coupling). Therefore, the
perturbation theory, when applied in the low field limit, requires the relationships
|HS

ZFS/HT
ZFS| À |HT

ZFSτV | or |H0
Q/HT

Q| À |HT
QτQ| to be satisfied. If the magnetic

field increases, the Zeeman coupling starts to play a noticeable role and supports
the static ZFS to fulfill the relation |(HS

ZFS + HZ)/HT
ZFS| À |HT

ZFSτV | (it concerns
of course also the quadrupole interaction). Finally, the Zeeman coupling becomes
strong enough, to fulfill the relation |HZ/HT

ZFS| À |HT
ZFSτV | by itself. The ex-

plicit expressions determining the validity regime of the relaxation theory indicate
that some complications arise, for example, when the transient components of
the ZFS or the quadrupole interactions momentarily are larger than their static
counterparts, because then the energy levels of the S spin can, at each instant, be
considered as being determined by the transient rather than the static part [22].

Until now we have discussed the case of the static parts of the second-order
interactions being fixed in the laboratory frame. When the relative orientation
of the molecular and laboratory frames changes in time due to, for example, fast
molecular tumbling or jump diffusion, we are able to describe the dynamic of the
S spin in terms of well-defined relaxation rates only in the limiting magnetic field
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regimes [11, 15]. In the high field limit, when the Zeeman coupling is much larger
than the averaged ZFS or the averaged quadrupole interaction, the electron spin
or the quadrupole spin, respectively, precesses around the external magnetic field.
Thus, the Zeeman Hamiltonian is considered as the time-independent Hamilto-
nian describing the energy level structure, independently of the timescales of the
dynamic processes occurring in the spin system. However, now there are two re-
laxation channels for the S spin; the first one related to the transient components
of the second-order interactions modulated, for example, by lattice vibrations or
distortions in the molecular geometry, while the second one is provided by the
static components of these interactions modulated, for example, by the molecu-
lar tumbling. One should not be confused at this moment by the statement that
a “static” interaction provides a relaxation mechanism. We would like to point
out that the terminology “static quadrupole (ZFS)” originates from the fact that
these interactions do not fluctuate in time (are static) in a molecular frame. In
the present case we consider both the components (the static and the transient
ones) with respect to the laboratory frame. Due to the molecular rotation the
relative orientation of the principal axis systems of the averaged (static) interac-
tions and the laboratory frame fluctuates stochastically in time, and therefore the
averaged interactions do provide a relaxation mechanism. It is very important
in this context to consider carefully possible correlations between the dynamic
processes mediating the transient and the static interactions, respectively. They
have essentially a different physical origin and therefore, even if they occur on
a similar timescale, one can treat them as uncorrelated. It implies that there is
no interference between the two relaxation mechanisms. In fact, the distortional
(vibrational) motion is usually on a very rapid timescale (usually a few ps) rel-
ative to molecular reorientation or any kind of exchange dynamics. Since in the
high field limit the Zeeman basis {|mS〉} is the eigenbasis of the main Hamilto-
nian, the expressions for the individual relaxation rates connecting the evolution
of the populations of the Zeeman energy levels, ρrr ≡ |r〉〈r|, or the coherences,
ρrr′ ≡ |r〉〈r′| (|r〉 ≡ |mS〉, |r′〉 ≡ |m′

S〉), are particularly simple. They are just
given directly by Eqs. (8), (9) applied to the Zeeman energy level structure of the
spin under interest. Nevertheless, some caution must be exercised regarding the
perturbing Hamiltonian H1(t). It contains, in the present case, the laboratory
representation of the total second-order interactions, decomposed into the static
and the transient parts: H1(t) = H

S(L)
(2) + H

T(L)
(2) . The exact form of the first

Hamiltonian, H
S(L)
(2) , has been provided in Sect. 2. To point out that the static

interactions provide now the relaxation mechanism due to stochastic time fluc-
tuations of their principal axis systems it is appropriate to write explicitly that
ΩML = ΩML(t). At this moment one should realize that the proper, complete
form of the Hamiltonian H

T(L)
(2) results from a two-step transformation. First, the

transient ZFS (or the transient quadrupole coupling) defined in its own principal
axis system (PT) should be transformed to the molecular frame (M) through the
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set of the Euler angles ΩPTM(t) affected by the vibrational (distortional) motion.
Next, the molecular frame representation of the transient interactions should be
transformed into the laboratory frame (L) employing the second set of the Euler
angles ΩML(t) modulated, for example, by the molecular tumbling. Therefore, the
Hamiltonian H

T(L)
(2) takes the following form:

H
T(L)
(2) =

2∑
m=−2

(−1)mFT(L)
m T2,−m =

2∑
m=−2

(−1)m

[
2∑

n=−2

2∑

k=−2

F
T(PT)
k D2

k,n (ΩPTM)D2
n,m (ΩML)

]
T2,−m. (10)

In consequence, the spectral density functions Jm(ω) enclose the static and the
transient contributions to the relaxation Jm(ω) = JS

m(ω) + JT
m(ω). The first term

has been already defined: JS
m(ω) = 1

5

∆2
TτV (Q)

1+ω2τ2
V (Q)

. However, taking into account

the by now described two-step transformation of the transient Hamiltonian HT
(2),

the correlation time τV (Q) should be modified by including the motional process

modulating the angle ΩML(t):
(
τ ′V (Q)

)−1

= τ−1
V (Q) + τ−1

VS(QS). Index S indicates

the correlation time characteristic of the fluctuations of the static components of
the ZFS or quadrupole couplings with respect to the direction of the applied mag-
netic field. Because of the formally similar definition of the static and transient
interactions, the second term, JT

m(ω) can be written in full analogy to the first

one, as JS
m(ω) = 1

5

∆2
SτVS(QS)

1+ω2τ2
VS(QS)

. In low magnetic field, the precession of the S spin

occurs around the principal axis system of the static ZFS or the static quadrupole
tensor and the energy level structure of the S spin is determined by these static in-
teractions. In this regime, the transient components modulated by distortional or
vibrational motion provide the predominant mechanism of the S spin relaxation.
Since the Zeeman coupling is modulated with respect to the molecular frame, for
example, by rotational motion, one might consider the Zeeman interaction as a
perturbation contributing also to the relaxation.

5. Relaxation of nuclear spins 1/2 via couplings to neighboring
quadrupole or electron spin of S ≥ 1

This section is concerned with relaxation of a dipolar, nuclear spin, I = 1/2,
caused by a dipole–dipole coupling to an electron or a quadrupole spin relaxing
in the already described complicated, field dependent manner. Figure 2 shows a
schematic view of such spin systems. We shall take full advantage of the Redfield
description of the S spin relaxation, formulated in the previous section.

The idea of this approach is to let the S spin to be a part of a composite
lattice for the I spin [8, 9, 11–15, 20–23]. The composite lattice includes quantum
mechanical degrees of freedom related to the S spin subsystem as well as classical
degrees of freedom. They involve the motions affecting the orientation of the
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Fig. 2. A schematic illustration of the structure of the I−S spin system.

I−S dipole–dipole axis and the lattice vibrations (distortions) leading to the time
fluctuations of the ZFS tensor.

The “ordinary” form of the I−S dipole–dipole Hamiltonian H
(L)
DD(I, S) ex-

pressed in the laboratory frame is

H
(L)
DD(I, S) = aD

2∑
m=−2

(−1)mD2
0,m

(
ΩL

IS

)
T2,−m(I, S), (11)

where the components T2,−m(I, S) of the two-spin tensor operator have
the form T2,0 = 1√

6

[
2IzSz − 1

2 (I+S− + I−S+)
]
, T2,±1 = ∓ 1

2 (IzS± + I±Sz),

T2,±2 = 1
2I±S±, and the dipolar coupling constant is defined as aD =

√
6µ0

4π
γIγSh̄2

r3
IS

(where rIS is the inter-spin distance), other symbols have their usual meaning.
The Euler angles ΩL

IS describe the orientation of the I−S dipole–dipole axis with
respect to the laboratory frame. Since we intend to treat the spin S as a part of
the lattice we have to adjust in an appropriate manner the form of the spin lattice
coupling. Therefore, we need to separate in Eq. (11) the part, which is dependent
only on the I spin operators from other quantities characterizing now the compos-
ite lattice. One can achieve this expressing the second-order I−S tensor operators
T 2
−m(I, S) in terms of the first-order tensors: I1

n and S1
n for the I and S spins,

respectively [4]. Then the dipole–dipole Hamiltonian becomes

H
(L)
DD(I, S) = aIS

D

1∑
n=−1

(−1)nI1
−nT 1(DD)

n = aIS
D

1∑
n=−1

(−1)nI1
−n

×
[√

5
1∑

q=−1

(
2 1 1

n− q q −n

)
S1

qD2
0,n−q

(
ΩL

IS

)
]

, (12)
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where the last equality gives explicitly the tensor operators T
1(DD)
n associated with

the lattice. The tensor operators I1
n (S1

n) are related to the angular momentum

operators: P 1
0 = Pz, P 1

±1 = 1√
2
P±, P = I, S, while

(
2 1 1

n− q q −n

)
are the ap-

propriate 3-j symbols. The two elements of the lattice operators T
1(DD)
n describe

the main components of the lattice: the degrees of freedom encoded in the Wigner
rotation matrices D2

0,n−q

(
ΩL

IS

)
, modulating “directly” the I−S dipole–dipole in-

teraction, and the S1
q operators, which represent the contribution of the S spin

system to the fluctuations of the I−S coupling. The dynamics of the S spin has
been described in detail in the previous section. The division of the entire system
into the spin under interest, I, and the composite lattice is presented in Fig. 3.

Fig. 3. A pictorial view of the I−S spin system.

Employing the Redfield relaxation theory with the dipole–dipole coupling of
Eq. (12) as the perturbing interaction one can derive formulae for relaxation rates
describing evolution of individual magnetization modes and coherences of the I

spin. In particular, for I = 1/2, the I spin spin–lattice relaxation rate, R1(I→S)

caused by the dipole–dipole interaction to an arbitrary spin S can be obtained
from the expression R1(I→S) = 2Re

[
KDD

IS (−ωI)
]

[8, 9, 11–15, 20–23]. The spec-
tral density, KDD

IS (−ωI), is defined as the Fourier transform of the corresponding
correlation function GDD

IS (τ) [8, 9, 11]:

KDD
IS (−ωI) =

∫ ∞

0

GDD
IS (t) exp(−iωIt)dt =
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∫ ∞

0

TrL

{
T l+

m′ exp
(
−i ˆ̂LLt

)
T l

m|ρeq
L

}
exp(−iωIt)dt. (13)

With the expression of the components of the lattice tensor operators T
1(DD)
n , re-

sulting from the dipole–dipole spin–lattice coupling given by Eq. (12), the spectral
density KDD

11 (−ωI) may be written as [8, 9, 11–15, 20–24]:

KDD
IS (−ωI) = 30

(
µ0h̄γIγS

4π

)2 ∑
p,q

(
2 1 1

1− q q −1

) (
2 1 1

1− p p −1

)

×
∫ ∞

0

TrL

{
S1(L)+

q

D2∗
0,1−q

[
ΩL

IS(t)
]

r3
IS(t)

exp
(
−i ˆ̂LLt

)
S1(L)

p

D2
0,1−p

[
ΩL

IS(0)
]

r3
IS(0)

ρeq
L

}

× exp(−iωIt)dt. (14)
The independence of the dynamics of the S spin of the motion modulating “di-
rectly” the dipole–dipole interaction leads to the separation of the correlation func-
tion GDD

IS (t) into one function involving only the S spin part and another one in-

cluding the remaining degrees of freedom: C(t) =
〈

D2∗
0,1−q(ΩL

IS(t))
r3

IS
(t)

D2
0,1−p(ΩL

IS(0))
r3

IS
(0)

〉

[11–15, 20–24]:

KDD
IS (−ωI) = 30

(
µ0h̄γIγS

4π

)2 ∑
p,q

(
2 1 1

1− q q −1

) (
2 1 1

1− p p −1

)

×
∫ ∞

0

C(t)TrS

{
S1(L)+

q exp
(
−i ˆ̂LSt

)
S1(L)

p ρeq
S

}
exp(−iωIt)dt. (15)

The factorization of the correlation function for the composite lattice into two
parts leads to a manageable formulation of the spectral density KDD

IS (−ωI). Nev-
ertheless, to do this one must be sure that the correlation function C(t) is fully
determined by motional processes not related to any degrees of freedom of the S

spin included in the Liouville operator ˆ̂
LS . In this equation we have separated also

the equilibrium density operator ρeq
L into the spin part, ρeq

S , and the part corre-
sponding to the classical degrees of freedom encoded into the correlation function
C(t) (one can denote it as ρeq

C , that ρeq
L = ρeq

C ⊗ρeq
S ). Since the ρeq

C quantity repre-
sents classical degrees of freedom and therefore ρeq

C = 1, it is not present explicitly
in Eq. (15).

In solid state, crystal systems the orientation of the rIS vector as well as its
length can change in time due to jump diffusion of the ions carrying spins I and S

between available crystallographic positions. In the particular case, if spins S are
fixed on their crystallographic positions, the correlation function C(t) is mediated
only by the jump diffusion of the dipolar spins I and one can obviously separate
the two correlation functions. If spins S jump between equivalent sites in the
crystal lattice, we are allowed to factorize the lattice correlation function as well.
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It is so due to the fact that spins S sense always the same local field (for example
the same electric field gradient) and, in consequence, their relaxation dynamics is
independent of the position which they actually occupy. However, if spins S ex-
hibit exchange dynamics between non-equivalent crystallographic positions, which
modulates directly the I−S dipole–dipole coupling and leads at the same time to
their relaxation by modulating the second-order interactions, the factorization of
Eq. (15) may not be performed any more. Depending on both the nature of the
stochastic processes modulating the I−S dipole–dipole interaction and the applied
motional model the correlation function C(t) has different mathematical forms. In
particular, if the orientation of the dipole–dipole interaction with respect to the
laboratory frame is modeled as an isotropic rotational diffusion, the correlation
function C(t) results from the expression [3, 25]:〈

Dl∗
m,k(ΩL

IS(t))
r3
IS(t)

Dl′
m′,k′(Ω(0))
r3
IS(0)

〉
=

1
2l + 1

1
r6
IS

δll′δmm′δkk′ exp
(
− t

τ l
R

)
, (16)

while for the exchange motion between crystal sites, as a first attempt, one can
use the formula [3, 23, 26]:〈

Dl∗
m,k

(
ΩL

IS(t)
)

r3
IS

Dl′
m′,k′

(
ΩL

IS(0)
)

r3
IS

〉
=

Dl∗
m,k

(
ΩL

IS

)

r3
IS

Dl′
m′,k′

(
ΩL

IS

)

r3
IS

exp
(
− t

τIS

)
. (17)

In fact, the problem of an appropriate formulation of the correlation function for
the jump diffusion is a very complicated issue by itself. The exponential form of
the correlation function leads to a straightforward mathematical treatment of the
spectral density, KDD

IS (−ωI), however one should be aware that it can turn out to
be an oversimplification. In fact, the inter-spin distance rIS changes in time due
to the exchange motion, but on the other hand one cannot treat this process as a
small step translation diffusion. A quite favorable situation takes place for trans-
lation diffusion in liquids, which in fact can be modeled as a small step process
and described by the correlation function [11, 24, 27]:〈

D2∗
m,k

(
ΩL

IS(t)
)

r3
IS(t)

D2
m′,k′ (Ω(0))

r3
IS(0)

〉
=

δmm′δkk′
72
5

NS

d3

∫ ∞

0

u2

81 + 9u2 − 2u4 + u6
exp

(
−Drel

d2
u2t

)
du, (18)

where Drel is the relative translational diffusion coefficient, defined as a sum of the
diffusion coefficients of the molecules carrying spins I and S, d is the distance of
the closest approach for the molecules and NS is the number of spins S per unit
volume.

Let us consider as an example the case when the I−S dipole–dipole interac-
tion is modulated by an isotropic molecular tumbling. The single-exponential cor-
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relation function of Eq. (16) simplifies appreciably the spectral density KDD
IS (−ωI),

which takes the form [11, 15]:

KDD
IS (−ωI) = 6

(
µ0h̄γIγS

4πr3
IS

)2 ∑
q

(
2 1 1

1− q q −1

)2

×
∫ ∞

0

TrS

{
S1(L)+

q exp
(
−i ˆ̂LSt

)
S1(L)

q ρeq
S

}
exp

[
−

(
iωI +

1
τR

)]
dt =

1
10

(
µ0h̄γIγS

4πr3
IS

)3

[s11(−ωI) + 3s00(−ωI) + 6s−1−1(−ωI)]. (19)

The S spin Liouville operator, ˆ̂
LS , can be expressed as a sum of the Liouvilian ˆ̂

L
0

S

representing the static interaction and the relaxation superoperator ˆ̂
RS obtained

in the way described in the previous section. So far we have not commented very
much on the consequences of expressing the tensor operators S1

q in the laboratory
frame. We have started the considerations from the laboratory representation of
the dipole–dipole Hamiltonian of Eq. (12). Therefore the operators S

1(L)
q appear

“automatically” in the formulation of the spectral density of Eq. (14) and until
now we did nothing on them, because the calculations are complicated enough
anyway. However, it implies that we have assumed implicitly that the Zeeman
coupling provides the main interaction for the S spin, i.e. it is quantized in the
laboratory frame. Independently of the timescales of motional processes occurring
in the system under interest, if the Zeeman interaction dominates over the second-
-order interactions it determines the energy level structure of the S spin. Thus, the
spectral density given by Eq. (19) describes the I spin relaxation in the high field
regime. One can write Eq. (19) in a form much more suitable for the computation

by introducing the superoperator ˆ̂
M including the S spin operators, i ˆ̂LZ(S)+ ˆ̂

RS ,
and the term iωI + τ−1

R [8, 9, 11–15, 20–24]:
ˆ̂
M= iˆ̂LZ(S) + ˆ̂

RS +
(
iωI + τ−1

R

) ˆ̂1, (20)

where ˆ̂1 is the unit superoperator. Consequently the spectral densities may be
expressed as [15]:

sqq(−ωI) =
1

2S + 1

∫ ∞

0

TrS

[
S1(L)+

q exp
(
− ˆ̂

Mt
)

S1(L)
q

]
dt. (21)

The factor 1/(2S+1) comes from the equilibrium density operator, ρeq
S , under high

temperature approximation. The operator ˆ̂
M as well as the tensor components,

S1
q , may be represented as matrices (

[ ˆ̂
M

]
and

[
S1

q

]
, respectively) in the Liouville

basis {|mα
S〉〈mβ

S |} ≡ |mα
S , mβ

S) constructed from the Zeeman eigenstates of spin S.

The matrix elements of the operator ˆ̂
M are given as
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[ ˆ̂
M

]
α′β′αβ

=
(
mα′

S , mβ′

S | ˆ̂M |mα
S ,mβ

S

)
=

(
iωαβ + iωI + τ−1

R

)
δα′αδβ′β + Rαα′ββ′ |ωαβ=ωα′β′ , (22)

where the mark
∣∣∣
ωαα′=ωββ′

refers to the secular approximation; it indicates that

only the relaxation matrix elements Rαα′ββ′ which connect the coherences with

ωαβ = ωα′β′ are relevant. The matrices (vectors)
[
S

1(L)
q

]
are determined by the

relations [4]:

S1
0 = Sz =

S∑

mS=−S

mS |mS〉〈mS |, (23a)

S1
1 = − 1√

2
S+ = − 1√

2

S−1∑

mS=−S

√
(S −mS)(S + mS + 1)|mS + 1〉〈mS |, (23b)

S1
−1 =

1√
2
S− =

1√
2

S∑

mS=−S+1

√
(S + mS)(S −mS + 1)|mS − 1〉〈mS |. (23c)

Explicit forms of the spectral densities, sqq(−ωI), can be obtained as a product of
the corresponding matrices

sqq(−ωI) =
1

2S + 1

[
S1(L)

q

]+ [ ˆ̂
M

]−1 [
S1(L)

q

]
. (24)

It is of some interest to consider the I spin relaxation at low field limit when
the S spin is placed in a highly asymmetric environment, so that the static compo-
nents of the second-order interactions dominate over their transient counterparts
[11–15, 23, 24]. At the low field limit the principal axis systems for the I and S

spins are different. The first one is locked in the laboratory frame, while the second
one in the principal system of the ZFS or the quadrupole tensor. Since we have
actually decomposed the I−S dipole–dipole Hamiltonian in the I and the S spin
tensor operators, we can represent the operators S

1(L)
q in the molecular frame (M)

by applying the transformation rule: S
1(L)
q =

∑1
m=−1 S

1(M)
m D1

mq

(
ΩL

M

)
. It implies

that the correlation function C(t) takes in the low field the form [13, 23, 24]:

C(t) =
〈

D2∗
0,1−q

(
ΩL

IS(t)
)
D1∗

m,q

(
ΩL

M(t)
)

r3
IS(t)

D2
0,1−p

(
ΩL

IS(0)
)
D1

m,p

(
ΩL

M(0)
)

r3
IS(0)

〉
. (25)

If the molecular frame coincides with the I−S dipole–dipole axis, ΩL
IS = ΩL

M, the
expression can be appreciably simplified by contracting the Wigner rotation ma-
trix elements according to elementary angular momentum theory [4]:
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D2
0,1−qD

1
mq =

(−1)m+1
∑

λ

(2λ + 1)
(

2 1 λ

0 m −m

)(
2 1 λ

1− q q −1

)
Dλ

m,1. (26)

Properties of the 3-j symbols restrict the summation to the terms of λ = 1. As a
result the dipolar spectral density becomes [11–13, 15]:

KDD
1,1 (−ωI) =

1
3

(
µ0

4π

γIγS h̄

r3
IS

)2 [
sLF
11 (−ωI) + 4sLF

00 (−ωI) + sLF
−1−1(−ωI)

]
, (27)

where the low field (LF) spectral densities, sLF
qq (−ωI), can be evaluated in the

already described manner as

sLF
qq (−ωI) =

∫ ∞

0

TrS

{
S1(M)∗

q exp
[
−

(
i ˆ̂L

0

ZFS(Q)(S) + ˆ̂
RS

)
t

]
S1(M)

q

}

× exp
(
−iωIt +

t

3τR

)
dt =

[
S1(M)

q

]+ [ ˆ̂
MLF

]−1 [
S1(M)

q

]
. (28)

The operator ˆ̂
MLF is defined as ˆ̂

MLF = iˆ̂L
0

ZFS(Q)(S) + ˆ̂
RS +

(
1

3τR
+iωI

)
ˆ̂1. It

includes in full analogy to the high field operator ˆ̂
M the main interaction for the

S spin, the appropriate relaxation superoperator ˆ̂
RS , the rotational exponential

decay (characterized now by the correlation time associated with the first-order
Wigner matrices) and the nuclear spin transition frequency ωI .

6. Validity regimes of the perturbation description of the dipolar
and quadrupole (electron) spin dynamics

In this section we aim for a detailed and careful discussion of validity regimes
of the perturbation treatment applied to the S and the I spin systems, depending
on the motional conditions and relative strengths of the spin interactions. In
this paper we have presented in more detail some examples of spin systems for
the purpose of illustrating the main concept of the composite lattice and the
computational formalism. For instance, we have dealt with the field dependent
S spin relaxation under the condition that the orientation of the principal axis
system of the static interactions (the ZFS or the quadrupole coupling) relative
to the laboratory frame does not change in time. We have presented the idea
of treating the S spin subsystem as a part of the lattice for the I spin in two
limiting magnetic field regimes (at high and low magnetic fields). The examples
have been chosen with the intention of providing a theoretical background, which
can be adapted in a straightforward way to various spin systems and different
motional conditions, if the requirements of the second-order perturbation theory
are fulfilled. Therefore, clear mathematical formulations of the validity regimes
of this quite general description and some comments how motional conditions
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combined with strengths of relevant interactions alter the computations are highly
appropriate.

We begin the discussion from spins systems for which the orientation of the
molecular frame with respect to the laboratory axis is fixed. Therefore, the energy
level structure of the S spin can be described, for an arbitrary magnetic field, by a
superposition of the Zeeman coupling and the averaged part of the corresponding
second-order interaction. The relaxation mechanism is provided, independently
of the applied magnetic field, by the transient ZFS or the transient part of the
quadrupole interaction. Validity criteria of the relaxation theory applied to the S

spin subsystem have been formulated in Sect. 4. For completeness of the present
discussion we repeat them at this stage; it is required that

∣∣HT
ZFSτD

∣∣ ¿ 1 and∣∣HS
ZFS/HT

ZFS

∣∣ À
∣∣HT

ZFSτV

∣∣ or
∣∣HT

QτQ

∣∣ ¿ 1 and
∣∣H0

Q/HT
Q

∣∣ À
∣∣HT

QτQ

∣∣ for the elec-
tron and the quadrupole spin, respectively. The conditions can be fulfilled by,
for example, slowly rotating molecular systems (like large complexes of transition
metal ions interacting with the surrounding water molecules) or crystal solid state
systems with spins S fixed on their positions in the lattice [11, 12, 14, 23]. We
have not discussed the I spin relaxation for this case. However, we have pointed
out that it is essential for explicit evaluations of the spectral density KDD

IS (−ωI)
to decompose the motion modulating the ΩML angle from the S spin dynamics
and the decomposition is straightforward for this class of systems. In fact, in
this case one deals with the orientation-specific relaxation of the I spin, because
the orientation of the molecular frame remains unchanged in time. Even though
the S spin fulfills the requirements of the perturbation theory, it does not imply
that the theory is applicable to the I spin. Generally, the I−S dipole–dipole cou-
pling is modulated by various motional processes, like rotational and translational
diffusion, exchange motion, some other kinds of jump dynamics, and the S spin
relaxation. We treat the processes as uncorrelated, which implies that they con-
tribute independently to the effective stochastic fluctuations of the mutual I−S

coupling. Therefore one can think about a set of correlation decay constants, τ−1
c,i ,

describing the particular motional processes in terms of a superposition of their
characteristic time constants, for example τ−1

c,i = τ−1
M + R(Q),i, where τM reflects

some exchange dynamics of the I and (or) S spins, while R(Q),i describes indi-
vidual quadrupole spin relaxation rates. For the presently discussed case the S

spin relaxation becomes in fact the only one, effective source of the modulation of
the dipole–dipole interaction. Therefore one must consider with caution whether
the S spin relaxation is efficient enough to fulfill the Redfield condition for the I

spin |HDD(I, S)τc| ¿ 1. One should be aware that the S spin exhibits a complex
multiexponential relaxation depending on the magnetic field and strongly affected
(particularly in the low field) by the static second-order interactions. This prob-
lem is particularly important for systems containing slowly relaxing quadrupole
spins [23]; the electron spin relaxation is usually very fast.
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This treatment can be extended to a certain degree to systems with faster
modulations of the ΩML angle. One can deal with motion fast enough to have a
non-negligible effect on the dipole–dipole interaction, but still much slower than
the S spin relaxation. In this motional regime the S spin possesses the same en-
ergy level structure resulting from the Zeeman coupling and the static ZFS (the
static quadrupole coupling), which from the point of view of the S spin still do not
change in time their relative orientation. The motion modulating the orientation
of the molecular frame and the spin relaxation can be still treated as uncorrelated,
because of timescale separation, and the corresponding correlation functions can
be separated. This motional regime has been discussed in the context of electron
spin relaxation and rotational modulations of the I−S dipole–dipole interaction
in [28] and called the “moderatory slow rotation”. The treatment breaks down
starting from the high field limit since the S spin relaxation is here slower than
at low field and therefore more close to the timescale of the motion responsi-
ble for the momentary orientation of the molecular and the laboratory frames.
If this motion becomes faster the perturbation approach is not longer valid for
the quadrupole (electron) spin. One cannot separate the correlation function re-
lated to the modulations of the ΩML angle from the S spin dynamics, because
both the processes occur on a similar timescale. From the perspective of the S

spin one is not able to establish the role of the static components of the ZFS
or the quadrupole coupling, respectively. One may not include it into the main
Hamiltonian, because its superposition with the Zeeman coupling does not lead
to a well-defined, time-independent energy level structure any more. One may
not treat it as the relaxation mechanism, either, because the motion is not fast
enough to fulfill the Redfield condition. Thus, the decomposition breaks down
at the same time as the means that the Redfield equation of motion is no longer
valid for the electron spin. It implies of course that the relaxation of the I spin
cannot be described in a manner which requires an explicit and clear definition of
the S spin relaxation rates. In fact, the low field limit is an exception. Since the
Zeeman coupling is negligible, the static second-order interactions act as the main
Hamiltonian for the quadrupole (electron) spin, if it dominates over the transient
counterpart [15, 24], independently of the timescale of the motion modulating the
orientation of the molecular frame. Thus, the validity conditions of low field de-
scription of the I spin relaxation presented in the previous section are related to
the transient parts of the second-order couplings: it is required that the amplitude
of the static interaction is larger than that of the transient one, and the transient

ZFS (quadrupole) Hamiltonian fulfills the Redfield condition:
∣∣∣HT

(2)τD(V )

∣∣∣ ¿ 1.

If, because of high symmetry of the molecular environment, there is no static ZFS
(no static quadrupole coupling), the decomposition problem does not exist at all:
the I−S dipole–dipole axis changes its orientation due to, for example, molecular
tumbling, while the electron (quadrupole) spin relaxation is caused by a differ-
ent motional process (for example lattice vibrations) affecting the corresponding
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transient interaction. Finally, we approach the motional limit when the static in-
teractions are modulated fast enough, so that they fulfill the Redfield condition:

for example
∣∣∣HS

(2)τR

∣∣∣ ¿ 1. Now, the role of the static interactions is well de-

fined, at least in the high field limit. They provide a relaxation mechanism for the

quadrupole (electron) spin, which can be included into the relaxation operator ˆ̂
RS

of Eq. (20). Nevertheless, in the intermediate range of the magnetic field, if the
Zeeman and the static second-order interactions are comparable, it is impossible
to decompose the total Hamiltonian into a main and a perturbing part, so that
one cannot define the S spin relaxation.

Fig. 4. Validity regimes of the perturbation description of the S spin system character-

ized by a large static ZFS (quadrupole) tensor: the relative orientation of the molecular

and laboratory frames is fixed (a), the molecular frame fluctuates very fast relative to

the laboratory one (b).

The validity regimes of the presented description of field dependent relax-
ation processes are illustrated in Fig. 4a, b. White areas represent the regimes
where the perturbation treatments are applied. Their applicability becomes prob-
lematic under the conditions represented by gray areas and finally the perturbation
approaches break down (black areas).

7. Concluding remarks

We have presented a review of recent theoretical models describing field
dependent relaxation processes in complex systems containing mutually coupled
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dipolar, quadrupole, and electron spins. Analogies between quadrupole and elec-
tron spin systems have been pointed out. We have discussed in detail validity
conditions of the presented models, based on the second-order perturbation the-
ory.
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